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Outline

• Introduction

• Bs → J/ψ φ overview of analyses from:

• CDF

• D0

• CMS

• ATLAS

• See B. Hoeneisen’s presentation for recents results on
 asymmetry measurements from D0
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CP Violation in Bs system

• Mixing between the flavour states give rise to heavy and light
mass eigenstates

• Mass difference now well-measured;                                                ,

• Decay width difference (sign established to be Positive):                              , O(10%)

• CP violation in Bs → J/ψ φ occurs through “interference of mixing and decay” 
(same final state)

• Experimentally clean decay channel

• The CP-violating phase angle ϕs in Bs → J/ψ φ relates to the CKM matrix 
elements with                    ; ϕs ~ -0.04 in SM.

• If New Physics, contributions most likely to appear through the phase ϕs, 
hence any non-zero observation of this quantity should indicate NP.

•

• Measurements of the other observable quantities (e.g. ∆Γ) also test theoretical predictions.
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2.4 Mixing in the B0
d,s meson system 12
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, (2.13)

where |p|2 + |q|2 = 1, and noting that in general, |BL〉 and |BH〉 are not

orthogonal.

The time evolution of the mass eigenstates is then given as:

|BH,L(t)〉 = e−(iMH,L+ΓH,L/2)t |BH,L〉 (2.14)

and using Eq. 2.13, the time evolution of the flavour states can be expressed

as:
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,

∣
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2q
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, (2.15)

where the following definitions have and will be used:

M =
MH + ML

2
= M11, (2.16)

∆M = MH − ML, (2.17)

Γ =
ΓH + ΓL

2
= Γ11, (2.18)

∆Γ = ΓL − ΓH , (2.19)

ωL,H = ML,H − iΓL,H/2 (2.20)

ω =
ωL + ωH

2
(2.21)

∆ω = ωH − ωL, (2.22)

noting that ∆M is positive by definition, and the SM prediction of ∆Γ is

positive for the convention adopted in Eq. 2.19.

By substituting the expressions found in Eq. 2.14 into Eq.2.15, the ex-
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● CP violation occurs through the interference of mixing and decay

● SM describes CPV with a single complex 
phase in the CKM matrix

The neutral Bs system
● flavor eigenstates 

● This leads to two mass eigenstates (heavy and light) with
difference of lifetime of O(10%) expected

● mass difference Δm = mH – mL ≈ 2|M12|

● mixing phase ϕs = arg(- M12 / Γ12 ) ≈ - 0.0368

● decay width difference ΔΓs = ΓL – ΓH ≈ 2|Γ12|cos(ϕs)
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Angular Analysis

• Bs → J/ψ φ – pseudo-scalar to vector-vector meson decay

• CP-even (L=0,2) and CP-odd (L=1) final states 

• Distinguishable through time-dependent angular analysis

• Results presented here define the 3 angles between final state 
particles in Transversity basis

• From the multi-dimensional fit to the data, the three amplitudes and 
strong phases can, in principle, be extracted.

• Amplitudes:

• Strong Phases:

(expect phases ~0 or π)
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A0 � longitudinal CP-even final state

Ak � transverse CP-even

A? � transverse CP-odd

�0 = 0

�k = arg[Ak(0)A
⇤
0(0)]

�? = arg[A?(0)A
⇤
0(0)]
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FIG. 3. Illustration of definition of transversity angles θT , φT ,
and ψT .

as
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∣
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where the ambiguity of the angle φT is resolved using
signs of "p (µ+)J/ψ · x̂ and "p (µ+)J/ψ · ŷ. The definitions
of the transversity angles are illustrated in Fig. 3.
The decay is further described in terms of the polar-

ization states of the vector mesons, either longitudinal
(0), or transverse to their directions of motion, and in
the latter case, parallel (‖) or perpendicular (⊥) to each
other. The corresponding amplitudes, which depend on
time t, are called A0, A‖ and A⊥, respectively. The trans-
verse linear polarization amplitudes A‖ and A⊥ corre-
spond to CP -even and CP -odd final states at decay time
t = 0, respectively. The longitudinal polarization am-
plitude A0 corresponds to a CP -even final state. The
three states in the transversity basis are easily expressed
as linear combinations of states in either the helicity ba-
sis (++, 00, −−) or the orbital angular momentum basis
(S, P , D). In the helicity basis, A‖ and A⊥ are linear
combinations of the states with helicities ++ and −−,
while the state corresponding to A0 is the same in both
transversity and helicity bases. In terms of the S, P and
D-waves, the states described by A0 and A‖ are linear
combinations of S and D waves, while A⊥ corresponds
to the P -wave state. Since only differences between the
strong phases of these amplitudes are observable, we de-
fine the strong phases relative to A0(0) at time t = 0:
δ0 = 0, δ‖ = arg[A‖(0)A

∗
0(0)] and δ⊥ = arg[A⊥(0)A∗

0(0)].
We note that the strong phases δ‖ and δ⊥ are either 0 or
π in the absence of final state J/ψφ interactions. Devi-
ations of these phases from 0 or π indicate breaking of
the factorization hypothesis which assumes no interac-
tion between the J/ψ and φ in the final state [9, 13].
If the decay width difference between the B0

s mass
eigenstates ∆Γs is different from zero, a time-dependent
angular analysis without flavor tagging is sensitive to

βJ/ψφ
s because of the interference between CP -odd and

CP -even components [22]. The sensitivity to βJ/ψφ
s can

be improved by separating mesons produced as B0
s from

those produced as B̄0
s in order to detect CP asymmetries

in the fast B0
s -B̄

0
s flavor oscillations given sufficient de-

cay time resolution. The process of separatingB0
s mesons

from B̄0
s mesons at production is called flavor tagging.

The angular-dependence and flavor tagged (see Sec. V)
time-dependence are combined in an unbinned maxi-

mum likelihood fit. The fit is used to extract βJ/ψφ
s ,

the B0
s decay width difference ∆Γs, the average B0

s life-
time, the transversity amplitudes and the strong phases.
Since a contamination from K+K− final states that
do not originate from a φ decay can contribute to the
K+K− mass window used to identify φ candidates in this
analysis, we consider potential contributions from other
B0

s → J/ψK+K− decays in our B0
s → J/ψφ candidate

sample. In such decays the relative angular momentum of
the two kaons is assumed to be zero (S-wave) as expected,
for example, from f0(980) → K+K− decays. Continuum
B0

s → J/ψK+K− decays with angular momentum higher
than zero are expected to be suppressed. In all such cases
the K+K− system is assumed to be in a partial S-wave
whose angular momentum combined with that of the J/ψ
leads to a CP -odd final state [23]. The S-wave contribu-
tion is included in the time-dependent angular analysis
and the S-wave fraction together with its corresponding
phase δSW are determined as parameters in the maxi-
mum likelihood fit. The inclusion of the S-wave in the
likelihood function constitutes a significant improvement
with respect to earlier measurements [15, 16].
Due to the non-Gaussian behavior of the likelihood

function with respect to the parameters βJ/ψφ
s and

∆Γs [15, 16], we use a frequentist analysis to obtain con-
fidence regions for both parameters. We also determine
point estimates for other parameters of interest, like the
polarization fractions and the B0

s lifetime. In addition,
we perform an alternative Bayesian approach, through
the use of priors, applied to probability densities deter-
mined with Markov chain Monte Carlo.

III. CDF II DETECTOR AND TRIGGER

The CDF II detector employs a cylindrical geometry
around the pp̄ interaction region with the proton direc-
tion defining the positive z-direction. Most of the quan-
tities used for candidate selection are measured in the
plane transverse to the z-axis. In the CDF coordinate
system, ϕ is the azimuthal angle, θ is the polar angle
measured from the proton direction, and r is the radius
perpendicular to the beam axis. The pseudorapidity η
is defined as η = − ln[ tan(θ/2) ]. The transverse mo-
mentum, pT , is the component of the particle momen-
tum, p, transverse to the z-axis (pT = p · sin θ), while
ET = E · sin θ, with E being the energy measured in the
calorimeter.
The CDF II detector features excellent lepton identi-

fication and charged particle tracking and is described

FERMILAB-PUB-11-646-Eθ is the angle between p(µ+) and the x-y plane in the J/ψ meson rest frame

Φ is the angle between the x-axis and p
xy
(µ+), the projection of the μ+

 momentum in the x-y plane, in the J/ψ meson rest frame

ψ is the angle between p(K+) and −p(J/ψ) in the Φ meson rest frame
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General Purpose Detectors

• General Purpose Detectors (GPDs) at Tevatron and LHC:

• Tevatron – CDF and D0

• LHC – ATLAS and CMS

• Varied programmes of physics; from high-pT searches to precision 
measurements in low-pT regime.

• Designed to provide ~4π Coverage; 

• Fiducial volume at more central rapidities

• Enhancement in bb→J/ψ to pp→J/ψ cross-section ratio.

• General requirements (with application to B-physics analyses).

• Silicon and pixel layers – 
precision tracking and vertexing; 

• Calorimetry systems – EM and Hadronic Jets;

• Muon system – trigger, event selection.

• Particle ID (CDF - time-of-flight detector) for Kaon/pion separation

• Background suppression, initial-state flavour-tagging

5
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Tevatron GPD Detectors

6
3/3/13 Sandro De Cecco - Uni. Paris VI & VII, LPNHE IN2P3/CNRS  
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Tevatron detectors  

• dE/dX in COT 

• Time Of Flight detector 

Muons: CMU, CMP, CMX (|η|<1.1) 

Electrons: CEM (EM calorimeter) 
           CPR (pre-shower detector) 

Muons: larger coverage (|η|<1.8) 

Electrons: liquid argon ECAL 

•  B-layer to improve tracking resolution 

reversal of central & outer B fields  

CDF D0
Axial Magnetic field 1.4T 1.9T

Track momentum resolution σ/pT [GeV]-1 ~0.07% ~0.14%
Lifetime resolution ~90fs ~70fs

•Coverage in muon system out to |η|<2•Particle ID through time-of-flight detector
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LHC GPD Detectors

7

ATLAS CMS
Axial Magnetic field 2 T 3.8 T

Track momentum resolution σ/pT2 [GeV]-1 ~0.05%pT + 0.015 ~0.015%pT + 0.005

Lifetime resolution ~100 fs ~70 fs
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Data Taking

• Tevatron Run II proton-antiproton operations
 at √S = 1.96 TeV completed

• Each detector accumulated 
L ~10 fb-1 for analysis.

• LHC running at 7 TeV in 2011 proton-proton,
 8 TeV 2012, (13 TeV 2015)

• ATLAS and CMS collected 
L ~ 5 fb-1 2011 and ~20 fb-1 in 2012.

• Data Taking efficiencies in excess of 90% 
for all experiments.
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Techniques in Bs → J/ψ φ Analysis

• General analysis strategy:

9

is due to directly produced J=c mesons accompanied by
tracks arising from hadronization. This ‘‘prompt’’ back-
ground is distinguished from the ‘‘non-prompt,’’ or ‘‘in-
clusive B ! J=c þ X’’ background, where the J=c
meson is a product of a b-hadron decay while the tracks
forming the ! candidate emanate from a multibody decay
of a b hadron or from hadronization. Two different event
selection approaches are used, one based on a multivariate
technique, and one based on simple limits on kinematic
and event quality parameters.

A. Signal and background simulation

Three Monte Carlo simulated samples are used to study
background suppression: signal, prompt background, and
non-prompt background. All three are generated with
PYTHIA [35]. Hadronization is also done in PYTHIA, but all
hadrons carrying heavy flavors are passed on to EVTGEN

[36] to model their decays. The prompt background MC
sample consists of J=c ! "þ"" decays produced in
gg ! J=c g, gg ! J=c#, and g# ! J=c g processes.
The signal and non-prompt background samples are gen-
erated from primary b !b pair production with all b hadrons
being produced inclusively and the J=c mesons forced into
"þ"" decays. For the signal sample, events with a B0

s are
selected, their decays to J=c! are implemented without
mixing and with uniform angular distributions, and the B0

s

mean lifetime is set to !$s ¼ 1:464 ps. There are approxi-
mately 106 events in each background and the signal MC
samples. All events are passed through a full GEANT-based
[37] detector simulation. To take into account the effects of
multiple interactions at high luminosity, hits from randomly
triggered p !p collisions are overlaid on the digitized hits
from MC. These events are reconstructed with the same
program as used for data. The three samples are corrected so
that the pT distributions of the final-state particles in
B0
s ! J=c! decays match those in data (see Appendix B).

B. Multivariate event selection

To discriminate the signal from background events, we
use the TMVA package [38]. In preliminary studies using
MC simulation, the Boosted Decision Tree (BDT) algo-
rithm was found to demonstrate the best performance.
Since prompt and non-prompt backgrounds have different
kinematic behavior, we train two discriminants, one for
each type of background. We use a set of 33 variables for
the prompt background and 35 variables for the non-
prompt background. The variables and more details of
the BDT method are given in Appendix A.

The BDT training is performed using a subset of the MC
samples, and the remaining events are used to test the
training. The signal MC sample has about 84 k events,
the prompt background has 29 k events, and the non-
prompt background has 39 k events. Figure 1 shows the
BDT output discriminant for the prompt and non-prompt
cases.

C. Selection criteria

To choose the best set of criteria for the two BDT
discriminants, we first step through the values of both
BDT discriminants from "0:4 to 0.8 in increments of
0.01 and measure the B0

s signal yield for each choice of
cuts. Next, we define 14 signal yield regions between 4000
and 7000 events, and for each region choose the pair of

BDT cuts which gives the highest significance S=
ffiffiffiffiffiffiffiffiffiffiffiffiffi
Sþ B

p
,

where S (B) is the number of signal (background) events in
the data sample. The 14 points, in increasing order of the
signal size S, are shown in Table I. Figure 2 shows the
number of signal events as a function of the total number of
events for the 14 points. As the BDT criteria are loosened,
the total number of events increases by a factor of ten,
while the number of signal events increases by about 50%.
As a test of possible detrimental effects of training on

variables with low separation power, we have repeated the
above procedure using only the variables whose impor-
tance (see Appendix A) exceeds 0.01, giving 18 variables
for the prompt background and 13 variables for the non-
prompt background. The resulting number of background
events for a given number of signal events is larger by

Prompt BDT Output

N
(e

ve
nt

s)
 (N

or
m

al
iz

ed
) 

0

1

2

3

4

5 Signal
Background

D    Run II, MC

-0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8
0

1

2

3

4

5

Inclusive BDT Output

N
(e

ve
nt

s)
 (N

or
m

al
iz

ed
)

0

0.5

1

1.5

2

2.5

3

3.5
Signal
Background

D    Run II, MC

-0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8
0

0.5

1

1.5

2

2.5

3

3.5

FIG. 1 (color online). BDT discriminant output for the prompt
(top) and non-prompt (bottom) classifiers. The signal and back-
ground events are taken from simulation. Events used for BDT
training are excluded from these samples.
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Figure 2: Mass projection of the five-dimensional maximum likelihood fit to the data. The
points are the data distribution, the solid blue line shows the full fit, the green dash-dotted line
is the signal model component, the red long-dashed line is the background component. The
pull between the mass distribution and the fit is shown in the histogram below.

associated with the fit procedure. A number of simulation tests is carried out to check the valid-
ity of the models used for fitting the data, and to investigate potential biases in the method of
selecting and fitting the signal. These tests are performed using the MC generation of pseudo-
experiments based on the data-fitted PDF parameterizations, and then performing the likeli-
hood fit in the same way as it is employed in data. Pull distributions are derived to establish
the consistency of the estimator which serves as a test of the validation of the fitting model and
procedure. The bias of the pull mean for the modified model is checked with respect to the
nominal model bias for each variable from the pseudo-experiments. If they are not in agree-
ment within their statistical uncertainty then the model bias difference is used to calculate the
final systematic uncertainty. In other cases, systematic uncertainties are calculated as the dif-
ference in the physics parameters a obtained from the modified fit configurations with respect
to the nominal results. The individual systematic uncertainties are summarized in Table 1.

The uncertainty due to the modeling of the Bs candidate mass is obtained considering a differ-
ent mass shape. The signal mass PDF was changed to a three-Gaussian model instead of the
nominal double-Gaussian model.

The systematic uncertainty associated with the incorporation of the proper time efficiency in
the fit is determined by using three alternative e(t) parameterizations, namely a flat model,
a second order polynomial and a sigmoid plus linear efficiency function fitted in the [0.015 �
0.3] cm range. The largest difference relative to the nominal fit is taken as the associated sys-
tematic uncertainty.

There is an uncertainty in the proper time resolution associated with the proper time scale fac-
tor k that is determined from a distinct data sample, with no decay length bias. To estimate the
effect of different kinematic properties between this calibration sample and the signal sample,
corresponding differences in the scale factor are estimated using MC simulation. A systematic
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Figure 3: Proper decay length projection of the five-dimensional maximum likelihood fit to
the data. The points are the data distribution, the solid blue line shows the full fit, the green
dash-dotted line is the signal model component, with the CP-even (odd) component shown
in blue short dashed line (magenta dash-dot-dotted line), and the red long dashed line is the
background component. The pull between the proper decay length distribution and the fit is
shown in the histogram below.

uncertainty is evaluated by generating pseudo-data with the modified scale factor and fitting
with the nominal value.

To evaluate the effect of assuming fs to be zero in the fitting model, pseudo-experiments have
been generated with fs = �0.04 rad, which is the Standard Model expected value. Similarly,
the systematic uncertainties due to non-inclusion of S-wave components in the signal PDF is
estimated using pseudo-experiments by adding the model components of the S-wave by setting
the |As|2 to 0.03 and the phase equal to previous measurements. In both cases, the pull mean
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Figure 4: The angular projection of the five-dimensional maximum likelihood fit to the data.
The plots show the projections on the angular variables cos(yT), cos(qT) and the angle f. The
various fit components are represented as in Fig. 3.
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Flavor Tagging

● Combined muon: combination of Inner Detector track and Muon spectrometer track

● Segment Tagged muon: full Inner Detector track matched to track segment in the muon 
spectrometer

Tag probabilities
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Figure 5: (Left) Mass fit projection for the B0
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between data and fit value normalized to the data uncertainty. (Right) Proper decay time fit projection for
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s . The pull distributions at the bottom show the difference between data and fit value normalized to
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+(1� fs)Pb(m)Pb(t|�t)Pb(~⇢)Pb(�t)Pb(D), (1)
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Flavour-Tagging

Signal / background
separation

Time 
dependence

Angular analysis

the time of production was not determined (‘‘tagged’’). It
was followed by an improved analysis [26], based on
2:8 fb!1 of integrated luminosity, that included the infor-
mation on the B0

s flavor at production. In addition, the CDF

collaboration has performed a measurement [27] of !J=c!
s

using 1:35 fb!1 of data. After the submission of this ar-
ticle, new measurements of the CP violation parameters in
the B0

s ! J=c! decay have been published by the CDF
[28] and the LHCb [29] Collaborations.

In this article, we present new results from the time-
dependent amplitude analysis of the decay B0

s ! J=c!
using a data sample corresponding to an integrated lumi-
nosity of 8:0 fb!1 collected with the D0 detector [30] at the
Fermilab Tevatron Collider. In addition to the increase in
the size of the data sample used in the analysis, we also take
into account the S-wave KþK! under the ! peak that has
been suggested [31] to contribute between 5% and 10%.We

measure !"s; the average lifetime of the B0
s system, #"s ¼

1= #"s, where #"s $ ð"H þ "LÞ=2; and the CP-violating

phase !J=c!
s . Section II briefly describes the D0 detector.

Section III presents the event reconstruction and the data
set. Sections IVand V describe the event selection require-
ments and the procedure of determining the flavor of the
initial state of the B0

s candidate. In Sec. VI, we describe
the analysis formalism and the fitting method, present fit
results, and discuss systematic uncertainties in the results.
We obtain the Bayesian credibility intervals for physics
parameters using a procedure based on the Markov Chain
Monte Carlo (MCMC) technique, presented in Sec. VII.We
summarize and discuss the results in Sec. VIII.

II. DETECTOR

The D0 detector consists of a central tracking system,
calorimetry system, and muon detectors, as detailed in
Refs. [30,32,33]. The central tracking system comprises a
silicon microstrip tracker (SMT) and a central fiber tracker
(CFT), both located inside a 1.9 T superconducting sole-
noidal magnet. The tracking system is designed to optimize
tracking and vertexing for pseudorapidities j#j< 3, where
# ¼ ! ln½tanð$=2Þ(, and$ is the polar angle with respect
to the proton beam direction.

The SMT can reconstruct the p #p interaction vertex (PV)
for interactions with at least three tracks with a precision of
40 $m in the plane transverse to the beam direction and
determine the impact parameter of any track relative to the
PV with a precision between 20 and 50 $m, depending on
the number of hits in the SMT.

The muon detector is positioned outside the calorimeter.
It consists of a central muon system covering the pseudor-
apidity region j#j< 1 and a forward muon system cover-
ing the pseudorapidity region 1< j#j< 2. Both central
and forward systems consist of a layer of drift tubes and
scintillators inside 1.8 T toroidal magnets and two similar
layers outside the toroids.

The trigger and data acquisition systems are designed to
accommodate the high instantaneous luminosities of
Tevatron Run II.

III. DATA SAMPLE AND EVENT
RECONSTRUCTION

The analysis presented here is based on data accumu-
lated between February 2002 and June 2010. Events are
collected with a mixture of single-muon and dimuon trig-
gers. Some triggers require track displacement with respect
to the primary vertex (large track impact parameter). Since
this condition biases the B0

s lifetime measurement, the
events selected exclusively by these triggers are removed
from our sample.
Candidate B0

s ! J=c!, J=c ! $þ$!, ! ! KþK!

events are required to include two opposite charge muons
accompanied by two opposite charge tracks. Both muons
are required to be detected in the muon chambers inside the
toroid magnet, and at least one of the muons is required to
be also detected outside the toroid. Each of the four final-
state tracks is required to have at least one SMT hit.
To form B0

s candidates, muon pairs in the invariant mass
range 3:096) 0:350 GeV, consistent with J=c decay, are
combined with pairs of opposite charge tracks (assigned
the kaon mass) consistent with production at a common
vertex, and with an invariant mass in the range 1:019)
0:030 GeV. A kinematic fit under the B0

s decay hypothesis
constrains the dimuon invariant mass to the world-average
J=c mass [34] and constrains the four-track system to a
common vertex.
Trajectories of the four B0

s decay products are adjusted
according to the decay-vertex kinematic fit. The re-
adjusted track parameters are used in the calculation of
the B0

s candidate mass and decay time, and of the three
angular variables characterizing the decay as defined later.
B0
s candidates are required to have an invariant mass in the

range 5:37) 0:20 GeV. In events where multiple candi-
dates satisfy these requirements, we select the candidate
with the best decay-vertex fit probability.
To reconstruct the PV, we select tracks that do not origi-

nate from the candidate B0
s decay, and apply a constraint to

the average beam-spot position in the transverse plane. We
define the signed decay length of a B0

s meson, LB
xy, as the

vector pointing from the PV to the decay-vertex, projected
on the B0

s transverse momentum pT . The proper decay time
of a B0

s candidate is given by t ¼ MBs
~LB
xy * ~p=ðp2

TÞ, where
MBs

is the world-average B0
s mass [34], and ~p is the particle

momentum. The distance in the beam direction between the
PV and the B0

s vertex is required to be less than 5 cm.
Approximately 5+ 106 events are accepted after the selec-
tion described in this section.

IV. BACKGROUND SUPPRESSION

The selection criteria are designed to optimize the

measurement of !J=c!
s and !"s. Most of the background
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CDF:  Event Selection

• Analysis using full Run II Dataset at 1.96 TeV (9.6 fb-1)

• After basic event selection:

• Neural Network, trained on signal MC and 
data sideband for background.

• Optimised on sensitivity to βs.

• Observables from the data:

• m, t, σ(m), σ(t)

• Three transversity angles

• Initial state tagging information

• After selections ~ 11k Bs candidates. 

• Measured quantities: 

• Tagged analysis - initial flavour of B meson estimated:

• Opposite-side tagging (µ,e,jet-charge)

• Same-side tagging from 
correlations of Kaon produced
in fragmentation (first 5.2 fb-1).

10

•Trigger:
•low-pT di-muon triggers
•2.7 < m(µµ) <4.0 GeV

•J/ψ:
•pT(µ) > 4 GeV
•|m(J/ψ) - mPDG(J/ψ)| < 50MeV

•φ:
•Oppositely-charged track pair
•pT(K) > 0.4 GeV
•pT(φ) > 1.0 GeV
•|m(φ) - mPDG(φ)| < 9.5MeV

•Bs:
•µµKK Vertex fit
•J/ψ mass constraint
•pT(J/ψKK) > 1.0 GeV
•5.1 < m(J/ψKK) <5.6 GeV

•NN Variable importance:
•Kinematic information
•Muon and Hadron PID
•Vertex fit quality

��s, ⌧s, |A?|2, |A0|2, �?
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regions used in Sec. VI.

]2 Mass [GeV/c-K+K
1.00 1.050

500

1000

1500

2000

2500
Data
Total fit
Combinatorial background

0Misreconstructed B

0f  (980)

  2
C

an
di

da
te

s 
pe

r 2
 M

eV
/c

φ signal

FIG. 6. (color online). K+K− invariant mass distribution
with combinatorial background, B0 reflection, and potential
S-wave contribution.

u/d

0
sB

b

u/d

s
K

s

FIG. 7. Illustration of b quark fragmentation into B̄0
s meson.

also include the decay mode B0
s → D−

s π
+π+π−, with

D−
s → φπ− and φ→ K+K− (1850 events). To illustrate

this sample of B0
s candidates, the left-hand side of Fig. 8

shows the invariant mass of B0
s → D−

s π
+ candidates with

D−
s → φπ− including background contributions.
The calibration of the SSKT is achieved via an ampli-

tude scan of the mixing frequency ∆ms. The probability
for observing a B0

s meson in a B0
s or B̄0

s flavor eigenstate
as a function of time is

P (t)B0
s ,B̄

0
s
∝ 1±ADp cos∆mst, (10)

where Dp is the event by event predicted dilution and
A is a Fourier-like coefficient called “amplitude”. The
amplitude scan consists of a series of steps in which the
mixing frequency∆ms is fixed at values between zero and
30 ps−1. At each step, the likelihood function based on
the above probability density function, is maximized and
the best fit value of the amplitude parameter is deter-
mined. Whenever the mixing frequency is fixed to values
far from the true mixing frequency, the best fit value of
the amplitude parameter is consistent with zero. On the
contrary, when values of∆ms close to the true B0

s mixing
frequency are probed, the best fit value of the amplitude
parameter is inconsistent with zero. If the dilution Dp,
which is predicted on an event-by-event basis by the tag-
ging algorithms, is correct, the amplitude A will be close
to unity at the true value of ∆ms. Deviations from unity
indicate that the predicted dilution has to be re-scaled
by the actual value of the amplitude parameter at the
amplitude maximum. This value of A is also called the
dilution scale factor SD. If the dilution scale factor is
larger (smaller) than unity, the tagging algorithm under
(over) estimates the predicted dilution. Multiplying the
predicted SSKT dilution by SD will then provide on av-
erage the correct event-by-event dilution.
The result of the ∆ms amplitude scan is shown in

Fig. 8. Maximizing the likelihood as a function of ∆ms

PRL 109, 171802 (2012)
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CDF: Fit Model

•  

• Signal:

• mass: Gaussian with per-candidate errors

• proper time and angles for differential decay rates

• corrected for proper-time and angular efficiencies

• Background:

• mass: Linear

• lifetime: Exponentials (+,-,-)

• resolution: Double Gaussian (σ~90 fs)

• Different distributions for Ps(σt) and Pb(σt). 
Extracted distributions from sideband-subtracted data – signal –, and sidebands.

• Same-side tagging calibrated using amplitude scan to Bs mixing frequency.

• Opposite-side tagging calibration from comparison of measured to
 predicted dilution in                    .

• Plots of fit projection to signal angular distributions in sideband-subtracted data.
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FIG. 1: (Color online) Distribution of J/ K+K� mass with
fit projection overlaid.

combined into three polarization amplitudes, longitudi-
nal polarization (A0), and transverse polarization with
the linear polarization vectors of the vector mesons par-
allel (Ak) or perpendicular (A?) to each other. The first
two states are CP even, while the last state is CP odd.
A CP -odd state can also be produced by a nonresonant
K+K� pair or can originate from the decay of the spin-
0 f0(980) meson, which results in another independent
decay amplitude, the S-wave AS .

To enhance the sensitivity to �s, the time-evolution
of the four decay amplitudes along with six interference
terms is fitted simultaneously by exploiting di↵erences
in the distribution of the kaons’ and muons’ decay an-
gles. The angles are parametrized in the transversity
basis, ~⇢ = (cos⇥,�, cos ) [18], which allows a conve-
nient separation of the CP -even and CP -odd terms in
the likelihood. Reference [19] details the expression for
the decay rate di↵erential in the decay time and angles.
The rate is a function of the physics parameters of in-
terest, �s, ��s, ⌧s, and the decay amplitudes with their
CP -conserving phases. For these we choose A0 to be real
and define the CP -conserving phases as �k = arg (Ak/A0),
�? = arg (A?/A0) and �S = arg (AS/A0). The decay rate
is also a function of the B0

s mixing frequency, which is a
fit parameter constrained to the experimental value mea-
sured by CDF, �ms = 17.77± 0.12 ps�1 [4].

The flavor of the meson at the time of production is
inferred by two independent classes of flavor tagging al-
gorithms [10], which exploit specific features of the in-
coherent production of bb̄ quarks-pairs in pp̄ collisions.
Using flavor conservation of the strong interaction, the
opposite-side flavor tag (OST) infers the signal produc-
tion flavor from the decay products of the b hadron pro-
duced by the other b quark in the event by using the

charge of muons or electrons from semileptonic B decays
or the net charge of the opposite-side jet. The same-side
kaon tag (SSKT) deduces the signal production flavor by
exploiting charge-flavor correlations of the neighboring
kaons produced during its fragmentation. The fraction
of candidates tagged by a combination of OST algorithms
totals "OST = (92.8±0.1)%. The probability of wrongly-
tagging the meson, wOST, is determined per event and
calibrated using 82 000 B± ! J/ (! µ+µ�)K± decays
fully reconstructed in the same sample as the signal [20].
Because the B± does not oscillate, the OST tag is com-
pared with the actual flavor, known from the charge of
the K± meson. A single scale factor that matches the
predicted mistag probability to the one observed in data
is then determined to be 1.085±0.035. The observed av-
eraged dilution, DOST = 1�2wOST, equals (12.3±0.6)%
including the scale factor, resulting in a tagging power of
"OSTD2

OST = (1.39 ± 0.05)%. The SSKT algorithms tag
a smaller fraction of candidates, "SSKT = (52.2 ± 0.7)%,
with better precision. In the B0

s!J/ � sample an aver-
age dilution of DSSKT = (25.9±5.4)% is achieved includ-
ing a 0.94± 0.20 scale factor obtained by measuring the
B0

s oscillation amplitude in approximately 11 000 (1 850)
B0

s!D�
s ⇡

+(⇡+⇡�) decays reconstructed in the data cor-
responding to the first 5.2 fb�1 [10]. The resulting SSKT
tagging power is "SSKTD2

SSKT = (3.5± 1.4)%. Higher in-
stantaneous luminosity conditions in later data resulted
in a reduced trigger e�ciency for hadronic B0

s decays.
Hence, the additional sample of B0

s!D�
s ⇡

+(⇡+⇡�) de-
cays is too limited for a significant test of the SSKT per-
formance. Because the SSKT calibration is known for
early data only, we conservatively restrict its use to the
events collected in that period. Simulation shows that
this results in a degradation in �s resolution not exceed-
ing 15%.

The unbinned maximum likelihood fit uses 9 observ-
ables from each event to determine 32 parameters in-
cluding �s and ��, other physics parameters such as B0

s

lifetime, amplitudes and phases, and several other quan-
tities, called nuisance parameters, such as tagging dilu-
tion scale factors. The fit uses the information of the
reconstructed B0

s candidate mass and its uncertainty, m
and �m; the B0

s candidate proper decay time and its un-
certainty, t and �t; the three transversity angles, ~⇢; and
tag information, D and ⇠; where D is the event-specific
dilution given by the mistag probability, and ⇠ is the tag
decision. Both tagged and untagged events are used in
the fit. The single-event likelihood is described in terms
of signal, Ps, and background, Pb, probability density
functions (density henceforth) as

L / fsPs(m|�m)Ps(t, ~⇢, ⇠|D,�t)Ps(�t)Ps(D)

+(1� fs)Pb(m)Pb(t|�t)Pb(~⇢)Pb(�t)Pb(D), (1)

where fs is the fraction of signal events. The signal mass
density, Ps(m|�m), is parametrized as a single Gaus-
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FIG. 1: (Color online) Distribution of J/ K+K� mass with
fit projection overlaid.

combined into three polarization amplitudes, longitudi-
nal polarization (A0), and transverse polarization with
the linear polarization vectors of the vector mesons par-
allel (Ak) or perpendicular (A?) to each other. The first
two states are CP even, while the last state is CP odd.
A CP -odd state can also be produced by a nonresonant
K+K� pair or can originate from the decay of the spin-
0 f0(980) meson, which results in another independent
decay amplitude, the S-wave AS .

To enhance the sensitivity to �s, the time-evolution
of the four decay amplitudes along with six interference
terms is fitted simultaneously by exploiting di↵erences
in the distribution of the kaons’ and muons’ decay an-
gles. The angles are parametrized in the transversity
basis, ~⇢ = (cos⇥,�, cos ) [18], which allows a conve-
nient separation of the CP -even and CP -odd terms in
the likelihood. Reference [19] details the expression for
the decay rate di↵erential in the decay time and angles.
The rate is a function of the physics parameters of in-
terest, �s, ��s, ⌧s, and the decay amplitudes with their
CP -conserving phases. For these we choose A0 to be real
and define the CP -conserving phases as �k = arg (Ak/A0),
�? = arg (A?/A0) and �S = arg (AS/A0). The decay rate
is also a function of the B0

s mixing frequency, which is a
fit parameter constrained to the experimental value mea-
sured by CDF, �ms = 17.77± 0.12 ps�1 [4].

The flavor of the meson at the time of production is
inferred by two independent classes of flavor tagging al-
gorithms [10], which exploit specific features of the in-
coherent production of bb̄ quarks-pairs in pp̄ collisions.
Using flavor conservation of the strong interaction, the
opposite-side flavor tag (OST) infers the signal produc-
tion flavor from the decay products of the b hadron pro-
duced by the other b quark in the event by using the

charge of muons or electrons from semileptonic B decays
or the net charge of the opposite-side jet. The same-side
kaon tag (SSKT) deduces the signal production flavor by
exploiting charge-flavor correlations of the neighboring
kaons produced during its fragmentation. The fraction
of candidates tagged by a combination of OST algorithms
totals "OST = (92.8±0.1)%. The probability of wrongly-
tagging the meson, wOST, is determined per event and
calibrated using 82 000 B± ! J/ (! µ+µ�)K± decays
fully reconstructed in the same sample as the signal [20].
Because the B± does not oscillate, the OST tag is com-
pared with the actual flavor, known from the charge of
the K± meson. A single scale factor that matches the
predicted mistag probability to the one observed in data
is then determined to be 1.085±0.035. The observed av-
eraged dilution, DOST = 1�2wOST, equals (12.3±0.6)%
including the scale factor, resulting in a tagging power of
"OSTD2

OST = (1.39 ± 0.05)%. The SSKT algorithms tag
a smaller fraction of candidates, "SSKT = (52.2 ± 0.7)%,
with better precision. In the B0

s!J/ � sample an aver-
age dilution of DSSKT = (25.9±5.4)% is achieved includ-
ing a 0.94± 0.20 scale factor obtained by measuring the
B0

s oscillation amplitude in approximately 11 000 (1 850)
B0

s!D�
s ⇡

+(⇡+⇡�) decays reconstructed in the data cor-
responding to the first 5.2 fb�1 [10]. The resulting SSKT
tagging power is "SSKTD2

SSKT = (3.5± 1.4)%. Higher in-
stantaneous luminosity conditions in later data resulted
in a reduced trigger e�ciency for hadronic B0

s decays.
Hence, the additional sample of B0

s!D�
s ⇡

+(⇡+⇡�) de-
cays is too limited for a significant test of the SSKT per-
formance. Because the SSKT calibration is known for
early data only, we conservatively restrict its use to the
events collected in that period. Simulation shows that
this results in a degradation in �s resolution not exceed-
ing 15%.

The unbinned maximum likelihood fit uses 9 observ-
ables from each event to determine 32 parameters in-
cluding �s and ��, other physics parameters such as B0

s

lifetime, amplitudes and phases, and several other quan-
tities, called nuisance parameters, such as tagging dilu-
tion scale factors. The fit uses the information of the
reconstructed B0

s candidate mass and its uncertainty, m
and �m; the B0

s candidate proper decay time and its un-
certainty, t and �t; the three transversity angles, ~⇢; and
tag information, D and ⇠; where D is the event-specific
dilution given by the mistag probability, and ⇠ is the tag
decision. Both tagged and untagged events are used in
the fit. The single-event likelihood is described in terms
of signal, Ps, and background, Pb, probability density
functions (density henceforth) as

L / fsPs(m|�m)Ps(t, ~⇢, ⇠|D,�t)Ps(�t)Ps(D)

+(1� fs)Pb(m)Pb(t|�t)Pb(~⇢)Pb(�t)Pb(D), (1)

where fs is the fraction of signal events. The signal mass
density, Ps(m|�m), is parametrized as a single Gaus-
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FIG. 2: (Color online) Confidence regions at the 68% (solid)
and 95% C.L.(dashed) in the (�

s

, ��
s

) plane (main panel).
The standard model prediction is shown as a circle with er-
ror bars [22]. The inset shows the coverage-corrected profile-
likelihood ratio as a function of �

s

, in which ��
s

is treated
as all other nuisance parameters.

����������� ���� ��� ���� �� ������ � ���������� ������
(� ���2)� � ���� ��� ��� �������� � ���������� ��� �s ���
� � s, ��� ����������� �� ������� � ����������������� ���
��� ������� �� ������ ���� �������� �� ���� �� 54� � � �
�������� � � s �� � �������� ����� ����, � � ���� ������
�s 2 ��⇡/2,�1.51�[��0.06,0.30�[�1.26,⇡/2��� ��� 68�
� ���, ��� �s 2 ��⇡/2,�1.36�[��0.21,0.53�[�1.04,⇡/2���
��� 95� � ���T�� �������� ��S�� ��� �� ���K+K� � ���
����� 1�009�1�028 � ��/c2 �������� ���� ���� ��� �������
������ ����� �� �� ���������� � ��� ���� � ��� O(2� ) ���
���������, � ���� �� �� ������ ��� � ��� ��� �������� ������
� ������� �10���� ��� �� � � ��� �T�� S ������� �12, 13�,
��� ������������ � ��� ��� � 0 ������ ������� �11�� � �
��������� ��� ��������� �� �� ��� K+K� ��� J/ K+K�

� ��� ������������� �23� ���� �������� ��� ���� ���������
��������� ����� B0!J/ K+⇡� ����� �24��� ������� ���
T�� K+K� � ��� �� �� �� � ����� �������� �� 0�988�
1�2 � �� �c2 ����� � ������������ � ������ ����� ������������
��� ��� � � ����, ��� ����� ��������� �� � ��� �25� ���
��� f0(980) � ����, ��� �� �� ����� ����� ������ ����
���� ���� ��� ��� ��� ���������� ����������� �� ���
1�009�1�028 � �� �c2 � ��� �����, ���� �� ������ ���� �
(0.8± 0.2(����))� K+K� S�� ��� ������������ �� ������
� ��� � ��� ��� ���������, ��� � ������ ������� ���� � ���
��������� B0 ������ ��(8.0±0.2(����))� , � ���� �� �������
������� ������ ���� ��� 1�2� ������ ��������� ������� ���
��� ��� ���� P�� ���B0 ������ �10, 11�� �����������, ����

����������B0 ��� ����������� � �� �� � ������K+K� S�
� ��� ���� ��������

�� ��� � ��� � � ������ ��� ���� � � � ������� �� ���
B0

s � ����� ����� ��� ����� � ���� ��������� ���� ���
��� ����������� �� ������������ B0

s!J/ � ������ ������
�������� �� ��� ����T������� � �� ������ ���� T��� ������
��� �� ������ ��� ���������� ��� �������� � � � � �������
� ��� �������� �� � ������ ����� ������� ���� �10�� � ���
�������� � � s �� � �������� ����� ����, ��� ����� ���
������ ������ ������� �� ��� ���� �� � � s �26�, � � ���
�0.06< �s < 0.30 ����� 68� � ���� ���� ��� � SM�����
��� �s, � � ���� ������ ������� � ������� ���� �� ������
� ���� ���������, � � s � 0.068±0.026(����)±0.009(����)
���1, ��� � ��� B0

s ������� �, ⌧s � 1.528± 0.019(����)±
0.009(����) ��� � �� ������� ��� ���������� � ��� ������
������� ��� � ��� ������ �������� �� ��� ��� � ����������
���� ������������ �����11�13�, ��� ������������ �� �����
��� ���� ����� ����� ������ ������� �� CP ��������� ��
B0

s � ������

� � ����� ��� ���� ���� ���� ��� ��� ��������� �����
�� ��� ������������� ������������ ��� ����� ����� ���������
������ T��� � ��� � �� ��������� �� ��� � �S�� ������ ���
�� � ����� ��� � �������S������ ����������� ��� �������
�������� � �������� �� � ����� � �������� ��� M������� ��
� ��������, � ������, S�����, S������ ��� T��������� ��
������ ��� � ������ S������� ��� � ���������� � �������
� ������ �� � ������ ��� � �������S������ � ������ �� ���
� ������� �� � ����� ��� S� ��� � ������� S������ �������
�������� � ���S���� �������������� � ������ ����������
���� � ������ ��� ���������, � ��� ������� K����� � ����
� ���� � ��������� � ������ , ��� � �������� ������� �����
������ �� K����� ��� S������ ��� T��������� ����������
� ��������� ��� � ����S������, � K���� � ������ �������
���� ��� � ���� � �������� ��� M��������� �� � ������ � ���
���������, ��� � ������ � � ����������������� 2010, S�����
��� S����� � � � � ������ ��� � ����� � �� � ������� ���
��� � ��������� � ������� � ������(� � � )�

[1] J. Beringer et al. (Particle Data Group), Phys. Rev. D
86, 0100001 (2012).

[2] Y. Amhis et al. (Heavy Flavor Averaging
Group), arXiv:1207.1158 and online update at
http://www.slac.stanford.edu/xorg/hfag.

[3] M. Antonelli et al., Phys. Rept. 494, 197 (2010).
[4] A. Abulencia et al. (CDF Collaboration), Phys. Rev.

Lett. 97, 242003 (2006).
[5] Rigorously, the mixing phase is the phase of the o↵-

diagonal element of the mixing transition matrix M12,
which approximates 2�

s

within O(10�3) corrections. An-
other often used quantity is �

s

⌘ arg[�M12/�12], where

�12 is the decay width of B0
s

and B
0
s

mesons into com-
mon final states, which governs the asymmetry in B0

s

semileptonic decays of B0
s

mesons. If significant non-SM
contributions a↵ect the mixing amplitude, the relation
�
s

⇡ �2�
s

holds between observed quantities.

CDF: Results

• Fixing βs to SM prediction yields:

• Correlation between ∆Γs and τs = 0.52.

• βs = [-0.06,0.30] @ 68% CL, treating ∆Γ as nuisance parameter and ∆Γ>0.

• No significant contribution from S-wave found in the signal sample.

• Systematic uncertainties:

• ∆Γs – background decay-time,

• τs – alignment of the silicon detector,

• Amplitudes – angular acceptance models.

• Separate study in KK mass spectrum (invariant mass range from threshold, to m(KK) = 1.2 GeV)

• confirms small S-wave contribution in signal window (0.8±0.2)%, 

• although suggests larger contribution of mis-identified B0 background (8.0±0.2)% assuming only 
P-wave B0 decays.
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���� � ��� � � ���� ������ ���� ������������� ��� ����
���������� T�� ���������� � ��� �������, Pb(m), ��
����� ������� �� � �������� ����� T�� ��� � ��� �������
���������� �� ��� ������, Ps(t, ~⇢, ⇠, |D,�t), ��� � ������
����� ��� ��� � ������ �� ���� � ���� � ���������, P ���B0

s

��� �P ��� �B0
s , ��

 
1+⇠D

2
P (t, ~⇢|�t)+ 1� ⇠D

2
�P (t, ~⇢|�t)

!
"(~⇢), (2)

� ���� �� �������� �� ��� ���� �� OST ��� SSKT �����
������� ����� ����� � ��������� �↵���� �� ��� ���������
���� ����� ������������� ��� � ������ � ��� �� �� �������
��������� �������� ����� ����������� ������� �������� ���
������� ���� ��� �������, "(~⇢), � ���� ������� ����������
�� ��� ������ 15� � T�� ��� � ��� ������� �������������
��� ������������ B0

s ( �B0
s) ������, P ( �P ), ��� ����� ��

��� ���� ������ ����� ���� �� ��������� �� ����� ��� �
��� ������������ ������ �� � ��� �19�, ����� ��� �� ������
CP ��������� �� ��� ������ � ������� �� �������� � ���
����� ���� �21�, � � � ������� ��������� � ������� ��� ���
����������, Pb(t|�t), � ��� � ���������� �� t � 0, ��� ����
�����, ��� �� � �������� ��������������������� � ����� ��
��������� ���� � ��� ��������� � ��� � ������ ��� � �����
������ ��������, � ������ �� � ��� ���� � � �������� � ���
��� � �� � ��� ��� ����������� � ����� ������ ���� ��
��� ��� T�� ��������� ��������� � ���������� �� ����������
�� ���� �� � � ������� ������������ � ��� 90 �� ��������
���������� T�� ���������� ������� ����������� �������
�� ������ ���� ���� B0

s � ��� �������� ������ �� ���������
�� Pb(~⇢) � Pb(���⇥)Pb(�)Pb(��� )� T�� �������������
�� ��� ��������� � ����������� ��� ��� ������������� ���
������ ��↵�� ��� ��������� ���������� ������, ���� �����
��������� ��� ���������� �������� �� ��� ����������� T��
����������� ������� �������������� ��������� � ����������
����, Ps(�t) ��� Pb(�t), ��� ��������� � ��� �� �� �������
� ���� ���� �� ����������� �� �� ��� ����� T�� ������
�������, Ps(D), �� ������ ���� ���� ������ �����������
���������� ������ �������������, � ���� ��� ����������
�������, Pb(D), �� � ������ ���� ���������� �� ��� ������
���������� � ��������������� �������� ���� �������������,
���������� � ��� �� ��������� ���� � ����������� ������� ��
������� ���������, ��� ����� ���� ��������� ������� �����
������� �� ��� �� � ����� � ������� ������������

T�� ���������� �������� ���� � �� � ���������� ������
� ���� �, ������������� �� ��� ���������� ��� �������� ���
�������� ����� ����s, ��� ���������������� ���� � ����
������ �� �������� ��� ��� � ������ �19�� M������� �����
����� � ��� ��� ����� ����� �� ����� ����� ��� ����� ���
����������� ����������� � ��� ��� ���� ��� ��� ����� ���s ��
���� �� ��� SM �����, ��� �� ���� � �������� ����� ����
��� � ������� ������������� �����s, ⌧s, ������������ �� �

��������, ��� ��� ����� �?, ��������

⌧s � 1.528± 0.019(����)± 0.009(����)��,

��s � 0.068± 0.026(����)± 0.009(����)���1,

|A0|2 � 0.512± 0.012(����)± 0.018(����),

|Ak|2 � 0.229± 0.010(����)± 0.014(����),

�? � 2.79± 0.53(����)± 0.15(����).

T�� ����������� ���� ��� ⌧s ��� ��s �� 0�52� � � ��
��� ������ � � ������� ��� �� �k� T�� �� ������ ����
�k ⇡ ⇡, ��� ��� ����� ��� �� ������ ��� ��� �����������
�� ����� ������� ������� ��� ���������� ��� � ���� �����
��� �k! 2⇡ � �k ��������� ����� �19� ������� �� � �������
� ���� � �� ��� �������� �� �k � ⇡� S����� ���� ������
�������� ������� � ��� ������� �� ��� ������ � ��� � ����,
��������� � ����������, ���������� �����������, ��� ���
����� ������������ �� ��� ������������� 8� ������ ����
���� �� B0! J/ K⇤(892)0 ��� B0! J/ K+⇡� ������
� ��������������� �� B0

s ! J/ � ������� ��� ������� ���
������ � �������� ���� ��� ���� ������, ������������� ���
������ ���� �� ��� ������ ��� �� ������� ���� ��� ������
��� ���� �� � ���� ��� ������ ���� �↵��� �� ���������� ��
��� � ���� ��� ��� ���� ��� ������ ��������� �� ��� ���
����� � ����� T�� ����������� �� ��� ��s � ������� ���
�� ��� ������ �� ��� � ��� ������� �� ��� ���������� ���
��� ��� �� T�� ������� ������������ �� ��� �����������
�� ⌧s �� ��� �↵��� �� ������� �������� � �������� ���� T��
������� ���������� � ������� ������ ��� ������ ���� ���
����������� �� ��� �� ���������

���s �� ���� �� ���� �� ��� ��, ����� �� �����������������
���� ���� ��� � ���� �� ���������� ����� ��� �� ������ ���
��� ����� ����� ����������, ��� ��� ������ ������ �� ���
���� ������ ����� ����� ������ � ����, � � ������ ��� ����
������ ������� �� ��� �s ��� (�s,��s) ������ �� ����� �
����������������� ����� ��������� �� � �2 �������� ��� ����
�������� �������� ���������� ��������� �� �������� ����� �
������ T�� ����������������� ����� ������������� ��������
�� ��� �������� ������� ���� ��� �������� �2 ������������,
�������� ��������� ������������������ ��� ���� ��������
��� ����� ����� � ��� ��� �� ����������� ���� ��� ��� ����
��������� ������ �� ��������, ��� ����������������� �����
������������ ������� �� ��� ���� ������ �� ��� ������ �
�������� ����� ������ � � ��� � ����� ��� ��� �� ���������
��������� �� ������ ��� ����������������� ����� ������������
�� ��� ����� T�� �↵��� �� �������� ����� ����� �� ���
������� ��� �� ������ �� ��� ����� ����� 30���� ��������
����� � ����� 5� ������� ����� ���� �� ���� ��� ����� ���
� ��� ������������ �� ��� ��������� ����������������� ���
��� ������������� �� ������ ��� ���� ��������� ��������
T��� ��������� ������� ���� ��� ��������� ������� ����
��� ���� ����������� �������� � ������� ��� ������������
���������� ����� �������������� ������������ ���� �����
�s ��������� ���������� ����� 40� � � � ������ ��� ���
��������� �������� 32⇥ 48 ������ ������ ������ �� �s 2
��⇡/2,⇡/2� ��� ��s 2 ��0.3,0.3� ���1 ��� �� ������
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D0:  Analysis

• D0 result from L=8.0 fb-1 collected during 2002 and 2010 
at 1.96 TeV.

• BDT Multivariate analysis 

• Optimised on S/√(S+B), 

• complemented by ‘square-cuts’ analysis.

• 5,598 ± 113 Bs signal events pass selections.

• Opposite-side tagging (µ,e,SV-q), 

• 6D-Likelihood fit using:
m, t, σ(t), transversity angles

• Detector acceptance from MC - 

• Parameterised with Legendre polynomials

• Background mass – 1st- and 2nd-order polynomials;
3 exponentials for lifetime (-,+,+), and Legendre 
and real harmonics expansion coefficients.

• Fraction of S-wave also considered in the fit.
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•Trigger:
•low-pT single and di-muon triggers

•φ:
•Oppositely-charged track pair
•|m(φ) - mPDG(φ)| < 30 MeV

•Bs:
•µµKK Vertex fit
•J/ψ mass constraint
•pT(Bs) > 1.0 GeV
•5.17 < m(J/ψKK) <5.57 GeV

•BDT Variable importance:
•m(KK)
•∆R(K,Bs)
•Isolation
•pT(Bs), other kinematics, ... 

is due to directly produced J=c mesons accompanied by
tracks arising from hadronization. This ‘‘prompt’’ back-
ground is distinguished from the ‘‘non-prompt,’’ or ‘‘in-
clusive B ! J=c þ X’’ background, where the J=c
meson is a product of a b-hadron decay while the tracks
forming the ! candidate emanate from a multibody decay
of a b hadron or from hadronization. Two different event
selection approaches are used, one based on a multivariate
technique, and one based on simple limits on kinematic
and event quality parameters.

A. Signal and background simulation

Three Monte Carlo simulated samples are used to study
background suppression: signal, prompt background, and
non-prompt background. All three are generated with
PYTHIA [35]. Hadronization is also done in PYTHIA, but all
hadrons carrying heavy flavors are passed on to EVTGEN

[36] to model their decays. The prompt background MC
sample consists of J=c ! "þ"" decays produced in
gg ! J=c g, gg ! J=c#, and g# ! J=c g processes.
The signal and non-prompt background samples are gen-
erated from primary b !b pair production with all b hadrons
being produced inclusively and the J=c mesons forced into
"þ"" decays. For the signal sample, events with a B0

s are
selected, their decays to J=c! are implemented without
mixing and with uniform angular distributions, and the B0

s

mean lifetime is set to !$s ¼ 1:464 ps. There are approxi-
mately 106 events in each background and the signal MC
samples. All events are passed through a full GEANT-based
[37] detector simulation. To take into account the effects of
multiple interactions at high luminosity, hits from randomly
triggered p !p collisions are overlaid on the digitized hits
from MC. These events are reconstructed with the same
program as used for data. The three samples are corrected so
that the pT distributions of the final-state particles in
B0
s ! J=c! decays match those in data (see Appendix B).

B. Multivariate event selection

To discriminate the signal from background events, we
use the TMVA package [38]. In preliminary studies using
MC simulation, the Boosted Decision Tree (BDT) algo-
rithm was found to demonstrate the best performance.
Since prompt and non-prompt backgrounds have different
kinematic behavior, we train two discriminants, one for
each type of background. We use a set of 33 variables for
the prompt background and 35 variables for the non-
prompt background. The variables and more details of
the BDT method are given in Appendix A.

The BDT training is performed using a subset of the MC
samples, and the remaining events are used to test the
training. The signal MC sample has about 84 k events,
the prompt background has 29 k events, and the non-
prompt background has 39 k events. Figure 1 shows the
BDT output discriminant for the prompt and non-prompt
cases.

C. Selection criteria

To choose the best set of criteria for the two BDT
discriminants, we first step through the values of both
BDT discriminants from "0:4 to 0.8 in increments of
0.01 and measure the B0

s signal yield for each choice of
cuts. Next, we define 14 signal yield regions between 4000
and 7000 events, and for each region choose the pair of

BDT cuts which gives the highest significance S=
ffiffiffiffiffiffiffiffiffiffiffiffiffi
Sþ B

p
,

where S (B) is the number of signal (background) events in
the data sample. The 14 points, in increasing order of the
signal size S, are shown in Table I. Figure 2 shows the
number of signal events as a function of the total number of
events for the 14 points. As the BDT criteria are loosened,
the total number of events increases by a factor of ten,
while the number of signal events increases by about 50%.
As a test of possible detrimental effects of training on

variables with low separation power, we have repeated the
above procedure using only the variables whose impor-
tance (see Appendix A) exceeds 0.01, giving 18 variables
for the prompt background and 13 variables for the non-
prompt background. The resulting number of background
events for a given number of signal events is larger by
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FIG. 1 (color online). BDT discriminant output for the prompt
(top) and non-prompt (bottom) classifiers. The signal and back-
ground events are taken from simulation. Events used for BDT
training are excluded from these samples.
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The criteria are the same as in Refs. [24,26]. Each of the
four tracks is required to have at least two SMT hits and at
least eight hits in SMT or CFT. We require minimum
momentum in the transverse plane pT for B0

s , !, and K
meson candidates of 6.0 GeV, 1.5 GeV, and 0.7 GeV,
respectively. Muons are required to have pT above
1.5 GeV. For events in the central rapidity region (an event
is considered to be central if the higher pT muon has
j"ð#leadingÞj< 1), we require the transverse momentum
of the J=c meson to exceed 4 GeV. In addition, J=c
candidates are accepted if the invariant mass of the muon
pair is in the range 3:1# 0:2 GeV. Events are required to
satisfy the condition $ðtÞ< 0:2 ps, where $ðtÞ is the un-
certainty on the decay proper time obtained from the
propagation of the uncertainties in the decay-vertex kine-
matic fit, the primary vertex position, and the B0

s candidate
transverse momentum. We refer to this second sample as
the ‘‘Square-cuts’’ sample.

V. FLAVOR TAGGING

At the Tevatron, b quarks are mostly produced in b !b
pairs. The flavor of the initial state of the B0

s candidate is
determined by exploiting properties of particles produced
by the other b hadron [‘‘opposite-side tagging’’ (OST)].
The OST-discriminating variables xi are based primarily
on the presence of a muon or an electron from the semi-
leptonic decay or the decay-vertex charge of the other b
hadron produced in the p !p interaction.

For the initial b quark, the probability density function
(PDF) for a given variable xi is denoted as f

b
i ðxiÞ, while for

the initial !b quark it is denoted as f
!b
i ðxiÞ. The combined

tagging variable y is defined as:

y ¼
Yn

i¼1

yi; yi ¼
f
!b
i ðxiÞ

fbi ðxiÞ
: (1)

A given variable xi can be undefined for some events.
For example, there are events that do not contain an
identified muon from the opposite side. In this case, the
corresponding variable yi is set to 1.

In this way the OST algorithm assigns to each event a
value of the predicted tagging parameter d¼ð1%yÞ=ð1þyÞ
in the range ½%1; 1(, with d > 0 tagged as an initial
b quark and d < 0 tagged as an initial !b quark. Larger jdj
values correspond to higher tagging confidence. In events
where no tagging information is available d is set to zero.
The efficiency % of the OST, defined as a fraction
of the number of candidates with d ! 0, is 18%. The
OST-discriminating variables and algorithm are described
in detail in Ref. [39].

The tagging dilution D is defined as

D ¼ Ncor % Nwr

Ncor þ Nwr
; (2)

where Ncor (Nwr) is the number of events with
correctly (wrongly) identified initial B-meson flavor. The

dependence of the tagging dilution on the tagging parame-
ter d is calibrated with data for which the flavor (B or !B) is
known.

OST calibration

The dilution calibration is based on four independent
B0
d ! #&D)# data samples corresponding to different

time periods, denoted IIa, IIb1, IIb2, and IIb3, with differ-
ent detector configurations and different distributions of
instantaneous luminosity. The Run IIa sample was used in
Ref. [39].
For each sample we perform an analysis of the B0

d % !B0
d

oscillations described in Ref. [40]. We divide the samples
in five ranges of the tagging parameter jdj, and for each
range we obtain a mean value of the dilution jDj. The
mixing frequency "Md is fitted simultaneously and is
found to be stable and consistent with the world-average
value. The measured values of the tagging dilution jDj for
the four data samples above, in different ranges of jdj, are
shown in Fig. 4. The dependence of the dilution on jdj is
parametrized as

jDj¼ p0

ð1þexpððp1% jdjÞ=p2ÞÞ
% p0

ð1þexpðp1=p2ÞÞ
: (3)

and the function is fitted to the data. All four measurements
are in good agreement and hence a weighted average is
taken.

VI. MAXIMUM-LIKELIHOOD FIT

We perform a six-dimensional (6D) unbinned
maximum-likelihood fit to the proper decay time and its
uncertainty, three decay angles characterizing the final
state, and the mass of the B0

s candidate. We use events
for which the invariant mass of theKþK% pair is within the
range 1.01–1.03 GeV. There are 104 683 events in the
BDT-based sample and 66 455 events in the Square-cuts

FIG. 4 (color online). Parametrization of the dilution jDj as a
function of the tagging parameter jdj for the combined opposite-
side tagger. The curve is the result of the weighted fit to four self-
tagging control data samples (see text).

MEASUREMENT OF THE CP-VIOLATING PHASE . . . PHYSICAL REVIEW D 85, 032006 (2012)

032006-7



James WalderFPCP 2013, Buzios, Brazil

D0:  Results

• Markov-chain MC used to estimate
final confidence limits.

• Limit cos δ┴ <0

• Results:

• Strong correlation between δ┴ and δS; 

• Reasonable contribution from non-resonant KK is estimated.

• Projections to fit results shown for all data passing the BDT selections (S/√(S+B) ~ 12.9).

14

The one-dimensional estimates of physics parameters
for the Square-cuts sample are:

!!s¼1:444þ0:041
#0:033 ps; "#s¼0:179þ0:059

#0:060 ps
#1;

"J=c"
s ¼#0:56þ0:36

#0:32; jA0j2¼0:565$0:017;

jAkj2¼0:249þ0:021
#0:022; #k¼3:15$0:19;

cosð#?##sÞ¼#0:20þ0:26
#0:27; FS¼0:173$0:036:

To obtain the final credible intervals for physics parame-
ters, we combine all eight MCMC chains, effectively aver-
aging the probability density functions of the results of the
fits to the BDT- and Square-cuts samples. Figure 14 shows

68%, 90%, and 95% credible regions in the ð"J=c"
s ;"#sÞ

plane. The p-value for the SM point [47] ð"J=c"
s ;"#sÞ ¼

ð#0:038; 0:087 ps#1Þ is 29.8%. The one-dimensional 68%
credible intervals are listed in Sec. VIII below.

VIII. SUMMARYAND DISCUSSION

We have presented a time-dependent angular analysis of
the decay process B0

s ! J=c". We measure B0
s mixing

parameters, average lifetime, and decay amplitudes. In
addition, we measure the amplitudes and phases of the
polarization amplitudes. We also measure the level
of the KK S-wave contamination in the mass range
(1.01–1.03) GeV, FS. The measured values and the 68%
credible intervals, including systematic uncertainties, with
the oscillation frequency constrained to "Ms ¼ 17:77$
0:12 ps#1, are

TABLE VI. Variables used to train the non-prompt BDT, ranked by their importance in the training.

Rank Variable Importance Separation

1 KK invariant mass 0.2863 0.3603
2 B0

s isolation using the larger K=Bs "R and tracks from the PV 0.1742 0.4511
3 Minimum dE=dx of either K 0.0778 0.1076
4 $2 of B0

s 0.0757 0.2123
5 pT of the " meson 0.0559 0.4856
6 pT of the leading K meson 0.0504 0.4745
7 Isolation using the maximum "R between either K and the B0

s 0.0429 0.4468
8 pT of the trailing K meson 0.0350 0.4774
9 Maximum $2 of either K meson with the J=c vertex 0.0260 0.2051
10 Isolation using "R< 0:5 and particles from the PV 0.0229 0.1703
11 Isolation using "R < 0:75 and tracks from the PV 0.0154 0.2238
12 Minimum $2 of of either K with the J=c vertex 0.0151 0.1308
13 Minimum "R between either K meson and the B0

s candidate 0.0115 0.3104
14 Dimuon invariant mass 0.0099 0.0190
15 Total momentum of the " meson 0.0091 0.3307
16 pT of the J=c meson 0.0089 0.1198
17 Trailing muon momentum 0.0082 0.0594
18 Isolation using "R< 0:5 0.0073 0.1695
19 Maximum "R between either K meson and the B0

s candidate 0.0070 0.3794
20 Maximum dE=dx of either K meson 0.0069 0.0528
21 Trailing K meson momentum 0.0068 0.3253
22 J=c vertex $2 0.0063 0.0057
23 Leading K meson momentum 0.0058 0.3277
24 Maximum $2 of either K candidate track 0.0054 0.0267
25 Isolation using "R < 0:75 0.0046 0.2203
26 Minimum "R between either muon and the B0

s candidate 0.0041 0.0729
27 Minimum $2 of either K candidate track 0.0039 0.0284
28 uncorrected pT of B0

s candidate 0.0036 0.2485
29 pT of the trailing muon 0.0029 0.0702
30 J=c momentum 0.0027 0.0645
31 Maximum "R between either muon and the B0

s candidate 0.0026 0.0872
32 Vertex $2 of the " meson 0.0017 0.0098
33 Uncorrected B0

s momentum 0.0014 0.1675
34 pT of the leading muon 0.0011 0.1008
35 Leading muon momentum 0.0009 0.0547
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the early states which may ‘‘remember’’ the initial state.
Our studies show that the initial state is ‘‘forgotten’’ after
approximately 50 steps. We discard the first 100 states in
each chain.

B. General properties of MCMC chains for
the BDT-selection and Square-cuts samples

We generate 8 MCMC chains, each containing 1! 106

states: a nominal and three alternative chains each for the
BDT-selection and Square-cuts samples, according to the
fit results presented in Tables III and IV.

Figures 11 and 12 illustrate the dependence of!J=c!
s on

other physics parameters, in particular, on cos"? and
cos"s. Each point shows the Markov Chain representation
of the likelihood function integrated over all parameters

except the parameter of interest in a slice of !J=c!
s . For

clarity, the profiles are shown for !"s > 0 and !"s < 0
separately. The distributions for the Square-cuts sample are
similar. We note the following salient features of these
correlations for !"s > 0:

(a) A positive correlation between !J=c!
s and !Ms,

with the best fit of !J=c!
s changing sign as !Ms

increases (see also Fig. 26 in Appendix D)

(b) A correlation between j!J=c!
s j and ##s, with the

highest ##s occurring at !J=c!
s ¼ 0.

(c) For !J=c!
s near zero, j!"sj increases with j!J=c!

s j.
(d) A strong positive correlation between !J=c!

s and

cos"? near !J=c!
s ¼ 0, with !J=c!

s changing sign
as the average cos"? increases between #0:8 and
þ0:8. For the related decay B0

d ! J=cK% the mea-
sured value is cos"? ¼ #0:97. This indicates that a
constraint of cos"? to the B0

d ! J=cK% value

would result in !J=c!
s < 0 with a smaller

uncertainty.

(e) A strong positive correlation between !J=c!
s and

cos"s near !J=c!
s ¼ 0, with !J=c!

s changing sign
as the average cos"s increases between #0:4 and
þ0:4.

(f) Aweak correlation between !J=c!
s and FS, with FS

a few percent lower for !J=c!
s < 0.

While we do not use any external numerical constraints
on the polarization amplitudes, we note that the best-fit
values of their magnitudes and phases are consistent with
those measured in the Uð3Þ-flavor related decay B0

d !
J=cK% [34], up to the sign ambiguities. Reference [46]
predicts that the phases of the polarization amplitudes in
the two decay processes should agree within approxi-
mately 0.17 radians. For "?, our measurement gives
equivalent solutions near $ and near zero, with only the
former being in agreement with the value of 2:91( 0:06
measured for B0

d ! J=cK% by B factories. Therefore, in
the following we limit the range of "? to cos"? < 0.

To obtain the credible intervals for physics parameters,
taking into account non-Gaussian tails and systematic
effects, we combine the MCMC chains for the nominal
and alternative fits. This is equivalent to an effective aver-
aging of the resulting probability density functions from
the fits. First, we combine the four MCMC chains for each

FIG. 13 (color online). Two-dimensional 68%, 90%, and 95%
credible regions for (a) the BDT selection and (b) the Square-
cuts sample. The standard model expectation is indicated as a
point with an error.

FIG. 14 (color online). Two-dimensional 68%, 90%, and 95%
credible regions including systematic uncertainties. The standard
model expectation is indicated as a point with an error.
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FIG. 9 (color online). Distributions of transversity polar and azimuthal angles and cosc for B0
s candidates in the BDT sample (top)

and Square-cuts sample (bottom). The curves are projections of the maximum-likelihood fit. Shown are the signal (green dashed-
dotted curve), total background (brown long-dashed curve) and the sum of signal and total background (blue solid curve).
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FIG. 10 (color online). Distributions of transversity polar and azimuthal angles and cosc for B0
s candidates in the BDT sample (top)

and Square-cuts sample (bottom). The signal contribution is enhanced, relative to the distributions shown in Fig. 9, by additional
requirements on the reconstructed mass of the B0

s candidates (5:31<MðB0
sÞ< 5:43 GeV) and on the proper time t > 1:0 ps. The

curves are projections of the maximum-likelihood fit. Shown are the signal (green dashed-dotted curve), total background (brown long-
dashed curve) and the sum of signal and total background (blue solid curve).
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FIG. 7 (color online). The distributions in the background (B0
s mass sidebands) region of candidate mass, proper decay time, decay-

time uncertainty, transversity polar and azimuthal angles, and cosc for the BDT sample. The curves show the prompt (black dashed)
and non-prompt (red dotted) components, and their sum (blue solid).

FIG. 8 (color online). Invariant mass, proper decay time, and proper decay-time uncertainty distributions for B0
s candidates in the

(top) BDT sample and (bottom) Square-cuts sample. The curves are projections of the maximum-likelihood fit. Shown are the signal
(green dashed-dotted curve), prompt background (black dashed curve), non-prompt background (red dotted curve), total background
(brown long-dashed curve), and the sum of signal and total background (solid blue curve).
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• 2011 7 TeV analysis corresponding  
to integrated luminosity of 5.0 ± 0.1 fb-1

• 19,000 Bs candidates after selections, 
in mass range [5.24–5.49] GeV and 
proper-decay length [0.02–0.3]cm

• Observables: 

• m, t, 3 transversity angles

• 5-d unbinned maximum likelihood fit extracts:

•  

• Assumption of no CP violation            in fit.

• Untagged analysis - equal probability for     or

• S-wave contributions assumed negligible

CMS:  Event Selection

15

|Ak|2 = 1� |A?|2 � |A0|2

�s = 0

Bs B̄s

CMS PAS BPH-11-006

•Trigger:
•pT(µµ) > 6.9 GeV
•Lxy/σLxy > 3
•2.8 < m(µµ) <3.35 GeV
•DCA(µ) < 0.5 cm

•J/ψ:
•pT(µ) > 4 GeV
•|m(J/ψ) - mPDG(J/ψ)| < 150MeV

•φ:
•Oppositely-charged track pair
•pT(K) > 0.7 GeV
•|m(φ) - mPDG(φ)| < 10MeV

•Bs:
•µµKK Vertex fit
•J/ψ mass constraint
•Vertex χ2 probability > 2%
•5.2 < m(J/ψKK) <5.65 GeV

��s,�s, |A?|2, |A0|2, �k
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CMS:  – Fit Model

• Fit to (reduced) mass distribution fixes narrow Gaussian model.

• 14,456 ± 140 Signal Events

• Mass position: 5366.8 ± 0.1 MeV

• Plot shown in mass range [5.24, 5.48],
proper decay time [0.02,0.3] cm

• Likelihood function:

• Signal modelled using:

• mass: Two Gaussians

• angular efficiencies from MC

• Background:

• mass: exponential

• lifetime: two Gaussian and two exponentials

• angles from sinusoidal for φT, and Legendre 
polynomials for cos(θT) and cos(ψT).
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the efficiency function. The event likelihood function L can be represented as

L = Lsignal + Lbackground ,
Lsignal = ( f (Q, t; a)⌦ G(t, k, s(t))]) · M(m) · e(t)e(Q) ,

Lbackground = b(Q, t, m) ,
(4)

where Lsignal is the PDF that describes the Bs ! J/yf signal model, Lbackground describes the
background contributions, and f (Q, t; a) is the differential decay rate function defined in Eq. 1.
Here G is a Gaussian resolution function which makes use of the per event proper decay time
uncertainty s(t) scaled by a factor k, e(t) is the proper decay time efficiency function, e(Q)
is the angular efficiency function, and b(Q, t, m) describes the background model. The signal
mass PDF M(m) is given by the sum of two Gaussian functions.

The background mass distribution is described by an exponential function. The background
proper decay time component is described by the sum of two Gaussian and two exponential
functions convoluted with a common resolution function. The angular distributions shape of
the background is obtained from candidates selected from the sidebands of the Bs mass peak,
in the range [5.24 - 5.28] GeV and [5.45 - 5.49] GeV. The angular part of the background PDF
is described analytically by a series of Legendre polynomials for cos(qT) and cos(yT) and a
sinusoidal distribution is used for the angle jT.

In order to extract the physics parameters of interest, the fit is performed in several steps. A
one-dimensional mass fit is first performed on the Bs candidates mass distribution in the full
mass range [5.24 - 5.48] GeV. The mean and the narrower width of two Gaussian function
used for the signal mass distribution are determined and are kept fixed for subsequent steps.
In the next step, angular distributions of background extracted from the data sidebands are
fitted using the background model and their parameters are determined. In the final step, the
extended likelihood fit is performed taking into account both the signal and the background
PDFs. In the final fit all the parameters are left floating, except the mean and width of the
narrower Gaussian for the signal PDF, the parameters of background angular shapes, and a
calibration scale factor for the proper decay time resolution. The latter quantity is determined
from a two-dimensional fit, to the mass and proper time distributions, on a Bs data sample
which was collected with no selection on the decay length significance. The proper time res-
olution for the signal is calculated using the per event error. The validation of these lifetime
resolution methods is performed by measuring the average proper times of the reference chan-
nel B0 ! J/yK⇤ and the signal channel Bs ! J/yf. In this way, the full five-dimensional
likelihood fit, taking into account the signal and background shapes along with the efficiency
functions, is performed on the data.

The mass distribution of the reconstructed Bs candidates is shown in Fig. 2, together with the
overlaid five-dimensional fit projection. The measured signal yield is 14456± 140, with a fitted
mass mean of 5366.8 ± 0.1 MeV. The full fit was finally performed in the full mass range, and
the one-dimensional projections on the distributions of the proper decay length distributions
and the angular variables are shown in Fig. 3 and Fig. 4 respectively.

7 Systematic uncertainties

Several sources of systematic uncertainties on the physics parameters a = (Gs, DGs, |A0|2, |A?|2,
d||) have been considered by testing the various assumptions made in the fit model and those

•Proper-time efficiency from MC
•Efficiency is the ratio of selected to 
generated signal events in bins of proper-time
•Requiring ct(Bs) >0.02cm allows for high and 
stable efficiency

•Angular Efficiency from MC
•Independent parameterisations using 
Legendre polynomials,
Correlations sufficiently small to be 
neglected.
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CMS: Fit Projections

• Fit to data sideband determines angular
shapes for background description

• Proper-time calibration scale factor
extracted from a 2-d
mass-lifetime fit to data without Lxy 
significance requirement.

• Final fit performed in mass,lifetime and angular
space (full mass range 5.2 < m(J/ψKK) <5.65 GeV).

• Projections of fit results shown for proper decay 
length and transversity angles for each
component of the fit.
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CMS: Results

• From the fit:

• Dominant sources of systematic uncertainties from angular and 
temporal efficiency models.
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References 9

reconstructions of about 15,000 signal events. A five-dimensional unbinned maximum likeli-
hood fit has been performed to the mass, proper time, and transversity angle distributions of
the decay. The Bs decay width difference, Bs mean lifetime, transversity amplitudes (|A?|2 and
|A0|2) and the strong phase (d||) are measured to be

DGs = 0.048 ± 0.024 (stat.)± 0.003 (syst.)ps�1 ,
tBs = 0.04580 ± 0.00059 (stat.)± 0.00022 (syst.) cm ,

|A0|2 = 0.528 ± 0.010 (stat.)± 0.015 (syst.) ,
|A?|2 = 0.251 ± 0.013 (stat.)± 0.014 (syst.) ,

d|| = 2.79 ± 0.14 (stat.)± 0.19 (syst.) rad .

Table 1: Systematic uncertainties associated to the quantities measured in the analysis.
Uncertainty source DGs [ps�1] ct [cm] |A0|2 |A?|2 d|| [rad]
Signal PDF modeling

Signal mass model 0.00072 0.00012 0.0022 0.0006 0.039
Proper time resolution 0.00170 0.00006 0.0007 0.0000 0.007
fs approximation 0.00000 0.00001 0.0000 0.0000 0.002
S-wave assumption 0.00109 0.00001 0.0130 0.0066 0.056

Background PDF modeling
Background mass model 0.00019 0.00000 0.0000 0.0001 0.003
Background lifetime model 0.00040 0.00000 0.0001 0.0002 0.003
Peaking B0 background 0.00025 0.00006 0.0002 0.0022 0.050
Background angular model 0.00175 0.00003 0.0001 0.0064 0.161

Limited simulation statistics
Angular efficiency parameters 0.00019 0.00002 0.0057 0.0055 0.037
Temporal efficiency parameters 0.00000 0.00005 0.0000 0.0000 0.000

Temporal efficiency parametrization 0.00181 0.00014 0.0005 0.0007 0.001
Angular efficiency parametrization 0.00063 0.00003 0.0021 0.0086 0.007
Likelihood function bias 0.00000 0.00004 0.0004 0.0000 0.014
Total uncertainty 0.00341 0.00022 0.0146 0.0140 0.187
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ATLAS:  Event Selection

• 2011 data sample using 4.9 fb-1 at 7 TeV

• Preliminary update to previously published untagged analysis:

• Same dataset - addition of initial state B-meson 
flavour tagging

• 131k Bs candidates after selections;

• mass range [5.15,5.65] GeV.

• Negligible effects from selection of correct
primary vertex due to pileup (<µ> ~8).

• No requirement is made on proper-time cut,

• full prompt contribution considered in fit

• S-wave contributions to the fit are also
considered
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JHEP 12 (2012) 072

ATLAS-CONF-2013-039

•Trigger:
•Single and di-muon trigger suite
•Requiring at least one muon,
 pT(µ) > 4 GeV 

•J/ψ:
•pT(µ) > 4 GeV
•|η| dependent mass cuts 
  (retains 99.8% of signal)
•χ2/ndf < 10

•φ:
•Oppositely-charged track pair
•pT(K) > 1.0 GeV
•|m(φ) - mPDG(φ)| < 11MeV

•Bs:
•µµKK Vertex fit
•J/ψ mass constraint
•Vertex χ2/ndf < 3
•5.15 < m(J/ψKK) <5.65 GeV

N
ew
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ATLAS:  Flavour Tagging

• If initial flavour of Bs meson is known, additional terms appear in the likelihood 
description of the time-dependent amplitudes:

• leading to increased sensitivity on φs.

• Opposite side tagging, use                 pair correlation to infer initial signal flavour from 
the other B meson.

• Muon Tagging:

• b→µ transitions are clean tagging method, but diluted from b→c→µ decays.

• Jet-charge Tagging:

• Momentum-weighted track-charge.

• Calibration of tagging method –  self-tagging
                        .
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B± ! J/ K±

•Muon Tagging:
•Additional Muon pT(µ)>2.5 GeV, |η| <2.5
•Originating near the signal primary 
interaction |∆z| < 5mm

•Use muon and tracks within cone ∆R<0.5 
around muon to construct momentum-
weighted muon-cone charge

•K=1.1 from optimisation to tagging 
performance
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Figure 1: The invariant mass distribution for B± ! J/yK± candidates. Included in this plot are all events
passing the selection criteria. The data are shown by points, the overall result of the fit is given by the
blue curve. The combinatorial background component is given by the dashed line, and the contribution
of the background from partially reconstructed decays is shown in the dotted curve. The red vertical
dashed lines indicate the left and right sidebands while the blue vertical dashed lines indicate the signal
region.

4.2 Tagging methods

Several methods are available to infer the flavour of the opposite-side meson, with varying efficiencies
and discriminating powers. Identifying the charge of a muon through the semi-leptonic decay of the B
meson provides strong power of separation, however the b ! µ transitions are diluted through neutral B
meson oscillations, as well as by cascade decays b ! c ! µ which can alter the sign of the muon relative
to the one coming from direct semi-leptonic decays b ! µ . The separation power of tag muons can be
enhanced by considering a weighted sum of the charge of the tracks in a cone around the muon. If no
muon is present, a weighted sum of the charge of tracks associated to the opposite side B meson decay
will also provide some separation. The tagging methods are described in detail below.

An additional muon is searched for in the event, having originated near the original interaction point.
Muons are separated into their two reconstruction classes: combined and segment tagged. In the case of
multiple muons, the one with the highest transverse momentum is selected. A muon cone charge variable
is constructed, defined as

Qµ =
ÂN tracks

i qi · (pi
T )

k

ÂN tracks
i (pi

T )
k , (1)

where the value of the parameter k = 1.1, which was tuned to optimise the tagging power, and the sum
is performed over the reconstructed ID tracks within a cone of DR < 0.5 around the muon momentum
axis, with pT > 0.5 GeV and |h |< 2.5. The value of parameter k has been determined in the process of
optimisation of the tagging performance. Tracks associated to the signal-side of the decay are explicitly
excluded from the sum. In Fig. 2 the distribution of muon cone charge is shown for candidates from B±

signal decays, for each class of muon.
In the absence of a muon, a b-tagged jet [16] is required in the event, with tracks associated to the

same primary interaction vertex as the signal decay, excluding those from the signal candidate. The jet is
reconstucted using the Anti-kt algorithm with a cone size of 0.6. In the case of multiple jets, the jet with
the highest value of the b-tag weight reference is used.

4

•Jet charge Tagging:
•In absence of muon use b-tagged jet 
(Anti-Kt, 0.6 cone size)
•Use tracks from ∆R<1.0 around jet, 
originating near signal primary interaction.
•Construct jet-charge from momentum-
weighted charge of the selected tracks

•K=1.1 from optimisation to tagging 
performance
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Figure 2: Muon cone charge distribution for B± signal candidates for segment tagged (left) and combined
(right) muons.

A jet charge is defined

Qjet =
ÂN tracks

i qi · (pi
T )

k

ÂN tracks
i (pi

T )
k , (2)

where k = 1.1, and the sum is over the tracks associated to the jet, using the method described in [17].
Figure 3 shows the distribution of charges for jet-charge from B± signal-side candidates.
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Figure 3: Jet-charge distribution for B± signal candidates.

The efficiency e of an individual tagger is defined as the ratio of the number of tagged events to the
total number of candidates. A probability that a specific event has a signal decay containing a b̄ given the
value of the discriminating variable P(B|Q) is constructed from the calibration samples for each of the
B+ and B� samples, defining P(Q|B+) and P(Q|B�) respectively. The probability to tag a signal event
as a b̄ is therefore P(B|Q) = P(Q|B+)/(P(Q|B+)+P(Q|B�)) and P(B̄|Q) = 1�P(B|Q). The tagging
power is defined as eD2 = Âi ei · (2Pi(B|Qi)� 1)2, where the sum is over the bins of the probability
distribution as a function of the charge variable. An effective dilution D is calculated from the tagging
power and the efficiency.

The combination of the tagging methods is applied according to the hierarchy of performance. The
single best performing tagging measurement is taken, according to the order: combined muon cone
charge, segment tagged muon cone charge, jet charge. If it is not possible to provide a tagging response

5

J/ 
�

Bs

µ

B̄u,d,s

b � b̄
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Figure 2: Muon cone charge distribution for B± signal candidates for segment tagged (left) and combined
(right) muons.

A jet charge is defined

Qjet =
ÂN tracks

i qi · (pi
T )

k

ÂN tracks
i (pi

T )
k , (2)

where k = 1.1, and the sum is over the tracks associated to the jet, using the method described in [17].
Figure 3 shows the distribution of charges for jet-charge from B± signal-side candidates.
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Figure 3: Jet-charge distribution for B± signal candidates.

The efficiency e of an individual tagger is defined as the ratio of the number of tagged events to the
total number of candidates. A probability that a specific event has a signal decay containing a b̄ given the
value of the discriminating variable P(B|Q) is constructed from the calibration samples for each of the
B+ and B� samples, defining P(Q|B+) and P(Q|B�) respectively. The probability to tag a signal event
as a b̄ is therefore P(B|Q) = P(Q|B+)/(P(Q|B+)+P(Q|B�)) and P(B̄|Q) = 1�P(B|Q). The tagging
power is defined as eD2 = Âi ei · (2Pi(B|Qi)� 1)2, where the sum is over the bins of the probability
distribution as a function of the charge variable. An effective dilution D is calculated from the tagging
power and the efficiency.

The combination of the tagging methods is applied according to the hierarchy of performance. The
single best performing tagging measurement is taken, according to the order: combined muon cone
charge, segment tagged muon cone charge, jet charge. If it is not possible to provide a tagging response

5

ATLAS:  Tagging Performance

• Tagging performance estimated to be:

• (1.45 ± 0.05 (stat.))% from 

• In likelihood fit to Bs data, the per-candidate probability
and probability distributions (Punzi terms) are considered.

• Punzi terms are parameterised from fit to sideband-subtracted (signal), 
and sideband (background) Bs data

• P=0.5 in absence of tagging information.

21

for the event, then the probability of 0.5 is assigned. A summary of the tagging performance is given in
Table 1.

Table 1: Summary of tagging performance for the different tagging methods described in the text. Un-
certainties shown are statistical only. The efficiency and tagging power are each determined by summing
over the individual bins of the charge distribution. The effective dilution is obtained from the measured
efficiency and tagging power, as shown in the table. For the efficiency, dilution, and tagging power, the
corresponding uncertainty is each determined by combining the appropriate uncertainties on the individ-
ual bins of each charge distribution.

Tagger Efficiency [%] Dilution [%] Tagging Power [%]

Segment Tagged muon 1.08±0.02 36.7±0.7 0.15±0.02
Combined muon 3.37±0.04 50.6±0.5 0.86±0.04
Jet charge 27.7±0.1 12.68±0.06 0.45±0.03
Total 32.1±0.1 21.3±0.08 1.45±0.05

5 Maximum Likelihood Fit

An unbinned maximum likelihood fit is performed on the selected events to extract the parameters of
the B0

s ! J/y(µ+µ�)f(K+K�) decay. The fit uses information about the reconstructed mass m, the
measured proper decay time t, the measured mass and proper decay time uncertainties sm and st , the
tag probability, and the transversity angles W of each B0

s ! J/yf decay candidate. There are three
transversity angles; W = (qT ,yT ,fT ) and these are defined in section 5.1.

The likelihood function is defined as a combination of the signal and background probability density
functions as follows:

ln L =
N

Â
i=1

{wi · ln( fs ·Fs(mi, ti,Wi)+ fs · fB0 ·FB0(mi, ti,Wi)

+(1� fs · (1+ fB0))Fbkg(mi, ti,Wi))}
(3)

where N is the number of selected candidates, wi is a weighting factor to account for the trigger effi-
ciency, fs is the fraction of signal candidates, fB0 is the fraction of peaking B0 meson background events
calculated relative to the number of signal events; this parameter is fixed in the likelihood fit. The mass
mi, the proper decay time ti and the decay angles Wi are the values measured from the data for each
event i. Fs, FB0 and Fbkg are the probability density functions (PDF) modelling the signal, the spe-
cific B0 background and the other background distributions, respectively. A detailed description of the
signal PDF terms in equation 3 is given in sections 5.1. The terms describing the background PDFs are
described in the previous analysis [6] and are unchanged.

5.1 Signal PDF

The PDF describing the signal events, Fs, has the form of a product of PDFs for each quantity measured
from the data:

Fs(mi, ti,Wi,P(B|Q))=Ps(mi|smi) ·Ps(smi) ·Ps(Wi, ti,P(B|Q)|sti) ·Ps(sti) ·Ps(P(B|Q)) ·A(Wi,pTi) ·Ps(pTi)
(4)
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B± ! J/ K±

this difference. The distributions of the Bs candidates tag-probabilities consist of continuous and discrete
parts (spikes). These are described separately.

To describe the continuous parts, the sidebands are parametrized first. Sidebands are selected accord-
ing to Bs mass, i.e. m(Bs) < 5317 MeV or m(Bs) > 5417 MeV. In the next step, the same function as
for the sidebands is used to describe events in the signal region: background parameters are fixed to the
values obtained in sidebands while signal parameters are free in this step. The ratio of background and
signal (obtained from simultaneous mass-lifetime fit) is fixed as well. The function describing tagging
using combined muons has the form of a fourth-order Chebychev polynomial:

f1(x) = 1+ Â
i=1,4

aiTi(x) (6)

for the tagging method using segment tagged muons a third order polynomial is used:

f2(x) = 1+ Â
i=1,3

aixi (7)

In both of the above formulas x represents the tag probability. A fourth-order Chebychev polynomial is
also applied for the jet-charge tagging algorithm. In all three cases unbinned maximum likelihood fits
are used. Results of fits projected on histograms are shown in Fig. 4.
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Figure 4: The tag probability for tagging using combined muons (left), segment tagged muons (middle)
and jet-charge (right). Black dots are data after removing spikes, blue is a fit to the sidebands, green to
the signal and red is a sum of both fits.

The spikes have their origin in tagging objects formed from a single track, providing a tag charge of
exactly +1 or -1. When a background candidate is formed from a random combination of a J/y and a
pair of tracks, the positive and negative charges are equally probable. However some of the background
events are formed of partially reconstructed B-hadrons in these cases tag charges +1 or -1 are not equally
probable. For signal events obviously tag charges are not symmetric. For the fit it is important to derive
fractions f+1, f�1 of events tagged with charges +1 and -1, respectively and separately for signal and
background. The remaining 1- f+1 - f�1 is the fraction of events in continuous region. The fractions f+1
and f�1 are determined using the same B0

s mass sidebands and signals regions as in case of continuous
parts. Table 3 summarises the obtained relative probabilities between tag charges +1 and -1 for signal
and background events and for all tag-methods. Similarly the sidebands subtraction method is also used
to determine the relative population of the tag-methods in the background and signal events which also
have to be included in the PDF. The results are summarised in Table 4.

If the tag-probability PDFs were ignored from the likelihood fit, equivalent to assuming identical
signal and background behaviour, the impact on the fit result would be small, affecting the results by less
then 10% of the statistical uncertainty.

9
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ATLAS: Fit Model

• Observables:

• m(J/ψKK), t, σ(m),σ(t)

• Three transversity angles

• Tagging probability

• 25 free parameters (∆m fixed in the fit)
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Likelihood fit 9

Muon time dependent
 trigger efficiency

The background due to B0 → J/ψ K*0 and B0 → J/ψ Kπ (non resonant), described by the parameter 
fBo, constrained by known branching fractions and acceptance (11% of signal amplitude)

The prompt and non-prompt combinatorial background described with empirical angular 
distribution. ( No K-π discrimination.)

9 physics variables to describe Bs → J/ψΦ and S-wave component: ∆Γ , Φs, Γs, |A0(0)|2, |All(0)|2, δll, 
δ⊥,  |As(0)|2 and δs

• Signal modelled using:

• mass: Gaussians (per-event resolution)

• proper time and angles for differential
decay rates convoluted with Gaussian 
and per-event resolution

• angular efficiency

• Background:

• mass: linear

• Gaussian plus three exponentials
 (+,+,-)

• angles from sinusoidal for φT, and
Legendre polynomials for 
cos(θT) and cos(ψT).
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ATLAS: Fit Projections

• 22,670 ± 150 signal Bs events from fit.

• Fit projections to all data passing selections.
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ATLAS: Results

• Φs within with Standard Model predictions.

• Consistent with previous Untagged analysis.

• S-wave amplitude is compatible with 0.

• δ|| and δ┴ -δS are given as 68% CL.

• Tagged analysis provides sufficient sensitivity for
δ┴ to be determined from the fit (previously constrained).

• Dominant systematics from Tagging, 
and Background modelling (estimated from
pseudo-experiment studies)

• Systematic uncertainty from tagging dominated by 
statistical precision in calibration channel.
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Table 5: Fitted values for the physical parameters along with their statistical and systematic uncertainties.

Parameter Value Statistical Systematic
uncertainty uncertainty

fs(rad) 0.12 0.25 0.11
DGs(ps�1) 0.053 0.021 0.009
Gs(ps�1) 0.677 0.007 0.003
|Ak(0)|2 0.220 0.008 0.009
|A0(0)|2 0.529 0.006 0.011
|AS|2 0.024 0.014 0.028
d? 3.89 0.46 0.13
dk [3.04-3.23] 0.09

d?�dS [3.02-3.25] 0.04

Table 6: Correlations between the physics parameters.

fs DG Gs |A||(0)|2 |A0(0)|2 |AS(0)|2 dk d? d?�dS
fs 1.000 0.107 0.026 0.010 0.002 0.029 0.021 -0.043 -0.003
DG 1.000 -0.617 0.105 0.103 0.069 0.006 -0.017 0.001
Gs 1.000 -0.093 -0.063 0.034 -0.003 0.001 -0.009

|A||(0)|2 1.000 -0.316 0.077 0.008 0.005 -0.010
|A0(0)|2 1.000 0.283 - 0.003 -0.016 -0.025
|AS(0)|2 1.000 -0.011 -0.054 -0.098

dk 1.000 0.038 0.007
d? 1.000 0.081

d?�dS 1.000

11

cf. Untagged result:
Φs = 0.21 ± 0.41 (stat.) ± 0.10 (syst.) rad

Table 7: Summary of systematic uncertainties assigned to parameters of interest.

fs DGs Gs |Ak(0)|2 |A0(0)|2 |AS(0)|2 d? dk d?�dS
(rad) (ps�1) (ps�1) (rad) (rad) (rad)

ID alignment <10�2 <10�3 <10�3 <10�3 <10�3 - <10�2 <10�2 -
Trigger efficiency <10�2 <10�3 0.002 <10�3 <10�3 < 10�3 <10�2 <10�2 <10�2

B0
d contribution 0.03 0.001 <10�3 <10�3 0.005 0.001 0.02 <10�2 <10�2

Tagging 0.10 0.001 <10�3 <10�3 <10�3 0.002 0.05 <10�2 <10�2

Models:
default fit <10�2 0.002 <10�3 0.003 0.002 0.006 0.07 0.01 0.01
signal mass <10�2 0.001 <10�3 <10�3 0.001 <10�3 0.03 0.04 0.01
background mass <10�2 0.001 0.001 <10�3 <10�3 0.002 0.06 0.02 0.02
resolution 0.02 <10�3 0.001 0.001 <10�3 0.002 0.04 0.02 0.01
background time 0.01 0.001 <10�3 0.001 <10�3 0.002 0.01 0.02 0.02
background angles 0.02 0.008 0.002 0.008 0.009 0.027 0.06 0.07 0.03
Total 0.11 0.009 0.003 0.009 0.011 0.028 0.13 0.09 0.04

8 Discussion

The PDF describing the B0
s ! J/yf decay is invariant under the following simultaneous transformations:

{fs,DG,d?,dk}! (p �fs,�DG,p �d?,2p �dk)

DGs has been determined to be positive [19]. Therefore there is a unique solution. Uncertainties on
individual parameters have been studied in details in likelihood scans. Figure 7 shows the 1D likelihood
scans for fs and DGs. Figure 8 shows the likelihood contours in fs - DGs plane.
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Figure 7: 1D likelihood scans for fs (left) and DGs (right)

The behaviour of the amplitudes around their fitted values is as expected, however the strong phases
are more complicated. Figure 9 shows the 1D likelihood scans for the three measured strong phases.

The behaviour of d? appears gaussian and therefore it is reasonable to quote d? = 3.89±0.47(stat)
rad. For d? � dS the the likelihood scan shows a minimum close to p , however it is insensitive over

14

Systematics
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Results – Comparisons
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∆Γs (ps-1) Stat. Syst.

ATLAS

CDF

CMS

D0

0.053 0.021 0.009

0.068 0.026 0.009

0.048 0.024 0.003

0.179 +0.060 / -0.059+0.060 / -0.059

Φs Stat. Syst.

ATLAS

CDF

CMS

D0

0.12 0.25 0.11

-0.60 – 0.12-0.60 – 0.12-0.60 – 0.12

–––

-0.56 +0.36 / -0.32+0.36 / -0.32

δ┴ [rad] Stat. Syst.

ATLAS

CDF

CMS

D0

3.89 0.46 0.13

2.79 0.53 0.15

–––
cos(δ┴-δS) = -0.2 +0.26 / -0.27 +0.26 / -0.27 

�s = 0.07 ± 0.09 (stat) ± 0.01 (syst) rad,

�s ⌘ (�L + �H)/2 = 0.663 ± 0.005 (stat) ± 0.006 (syst) ps�1,

��s ⌘ �L � �H = 0.100 ± 0.016 (stat) ± 0.003 (syst) ps�1,

LHCb-PAPER-2013-002

Γs (ps-1) Stat. Syst.

ATLAS

CDF

CMS

D0

0.677 0.007 0.003

0.654 0.008 0.004

0.653 0.008 0.003

0.693 +0.016 / -0.020+0.016 / -0.020

. In a sample of 27 617
B0

s ! J/ �

|A0|2 Stat. Syst.

ATLAS

CDF

CMS

D0

0.529 0.006 0.011

0.512 0.012 0.018

0.528 0.010 0.015

0.565 ±0.017±0.017

|A|||2 Stat. Syst.

ATLAS

CDF

CMS

D0

0.220 0.008 0.009

0.229 0.010 0.018

0.221 <0.016 <0.021

0.249 +0.021 / -0.020+0.021 / -0.020

Table 6: Results of the maximum likelihood fit for the principal physics parameters. The first
uncertainty is statistical and the second is systematic. The value of �ms was constrained to the
measurement reported in Ref. [38]. The evaluation of the systematic uncertainties is described
in Sect. 10.

Parameter Value
�s [ ps�1 ] 0.663± 0.005± 0.006
��s [ ps�1 ] 0.100± 0.016± 0.003
|A?|2 0.249± 0.009± 0.006
|A0|2 0.521± 0.006± 0.010
�k [rad] 3.30 +0.13

�0.21 ± 0.08
�? [rad] 3.07± 0.22± 0.07
�s [rad] 0.07± 0.09± 0.01
|�| 0.94± 0.03± 0.02

Table 7: Correlation matrix for the principal physics parameters.

�s ��s |A?|2 |A0|2 �k �? �s |�|
[ ps�1 ] [ ps�1 ] [rad] [rad] [rad]

�s [ ps�1 ] 1.00 �0.39 0.37 �0.27 �0.09 �0.03 0.06 0.03
��s [ ps�1 ] 1.00 �0.68 0.63 0.03 0.04 �0.04 0.00
|A?|2 1.00 �0.58 �0.28 �0.09 0.08 �0.04
|A0|2 1.00 �0.02 �0.00 �0.05 0.02
�k [rad] 1.00 0.32 �0.03 0.05
�? [rad] 1.00 0.28 0.00
�s [rad] 1.00 0.04
|�| 1.00
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• Most recent combination from HFAG on ∆Γs vs the CP-violating phase

Bs → J/ψ φ: Combination

26

Tagged ATLAS analysis not included
LHCb-Paper-2013-002 latest result not included
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• Most recent combination from HFAG on ∆Γs vs the CP-violating phase

• Updated with latest ATLAS result superimposed.

• Tagging improves ATLAS φs precision by ~40%

• ∆Γs central value and uncertainty unchanged

Bs → J/ψ φ: Combination
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Tagged ATLAS using statistical errors 
LHCb-Paper-2013-002 latest result not included
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Conclusions

• Results presented from ATLAS, CDF, CMS, D0 in Bs → J/ψ φ

• In general, good agreement between experiments.

• D0 and CDF provided many pioneering and tantalising measurements 
on Bs system.

• Current results tending to SM predictions of CP-violating phase in 
Bs → J/ψ φ.

• Analyses with final datasets published or nearing completion.

• Statistically limited in most measured quantities.

• Future results to come from ATLAS and CMS analyses using 2012 data 
samples, in same and complementary channels:

• Additional dedicated B-physics triggered samples stored 
unprocessed at time of data-taking. 

• With shutdown of LHC releasing CPU needs,
these additional data now being reconstructed and analyses
are underway.

• Expected LHC data-taking resuming in 2015 at  ~13 TeV collisions:

• Stay tuned for future results from the LHC B-physics programmes.
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Backup
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Pileup at LHC

• Average number of collisons per bunch crossing:

• ~ 9 in 2011

• ~ 21 in 2012

• While effect of pileup minimal in current analyses,

• Run II running conditions will be additional challenge.
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Trigger Selection

✦ Data selection begins with 
optimised suite of di-muon or 
single-muon triggers:

• ATLAS and D0:

• collect from suite of low-pT 
single and di-muon triggers:

• CDF:

• low-pT di-muon trigger with
2.7 < m(µ+µ-) < 4.0 GeV

• CMS:

• Optimised trigger selection of
non-prompt J/ψ candidates:
2.8 < m(J/ψ) <3.35 GeV or
2.9 < m(J/ψ) <3.3.

• Lxy/σLxy > 3 transverse 
decay-length significance cut
to reduce prompt background 
contributions.
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Resolving the sign ambiguity

• Decay rate amplitudes are invariant under certain 
transformations,

• Untagged analysis also allows:

• Led to a four-fold ambiguity on earlier measurements

• From Tagging, and sign determination of ∆Γs >0

• Single set of solutions remain

32

Parameter Value Statistical Systematic

uncertainty uncertainty

φs(rad) 0.22 0.41 0.10

∆Γs(ps−1) 0.053 0.021 0.010

Γs(ps−1) 0.677 0.007 0.004

|A0(0)|2 0.528 0.006 0.009

|A‖(0)|2 0.220 0.008 0.007

|AS(0)|2 0.02 0.02 0.02

Table 2. Fitted values for the physics parameters along with their statistical and systematic
uncertainties.

φs ∆Γs Γs |A0(0)|2 |A‖(0)|2 |AS(0)|2

φs 1.00 −0.13 0.38 −0.03 −0.04 0.02

∆Γs 1.00 −0.60 0.12 0.11 0.10

Γs 1.00 −0.06 −0.10 0.04

|A0(0)|2 1.00 −0.30 0.35

|A‖(0)|2 1.00 0.09

|AS(0)|2 1.00

Table 3. Correlations between the physics parameters.

Systematic Uncertainty φs(rad) ∆Γs(ps−1) Γs(ps−1) |A‖(0)|2 |A0(0)|2 |AS(0)|2

Inner Detector alignment 0.04 < 0.001 0.001 < 0.001 < 0.001 < 0.01

Trigger efficiency < 0.01 < 0.001 0.002 < 0.001 < 0.001 < 0.01

Default fit model < 0.001 0.006 < 0.001 < 0.001 0.001 < 0.01

Signal mass model 0.02 0.002 < 0.001 < 0.001 < 0.001 < 0.01

Background mass model 0.03 0.001 < 0.001 0.001 < 0.001 < 0.01

Resolution model 0.05 < 0.001 0.001 < 0.001 < 0.001 < 0.01

Background lifetime model 0.02 0.002 < 0.001 < 0.001 < 0.001 < 0.01

Background angles model 0.05 0.007 0.003 0.007 0.008 0.02

B0 contribution 0.05 < 0.001 < 0.001 < 0.001 0.005 < 0.01

Total 0.10 0.010 0.004 0.007 0.009 0.02

Table 4. Summary of systematic uncertainties assigned to parameters of interest.

7 Symmetries of the likelihood function and two-dimensional likelihood

contours

The PDF describing the B0
s → J/ψφ decay is invariant under the following simultaneous

transformations:

{φs,∆Γs, δ⊥, δ‖, δS} → {π − φs,−∆Γs,π − δ⊥,−δ‖,−δS}.
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Figure 2. Mass fit projection for the B0
s . The pull distribution at the bottom shows the difference

between the data and fit value normalised to the data uncertainty.

In the absence of initial state flavour tagging the PDF is also invariant under

{φs,∆Γs, δ⊥, δ‖, δS} → {−φs,∆Γs,π − δ⊥,−δ‖,−δS} (7.1)

leading to a fourfold ambiguity.

The two-dimensional likelihood contours in the φs − ∆Γs plane are calculated allowing

all parameters to vary within their physical ranges. As discussed in section 6, the value

for the Gaussian constraint on δ⊥ is taken from the LHCb measurement [7]. That paper

quotes only two solutions with a positive φs and two ∆Γs values symmetric around zero,

by using initial state flavour tagging to eliminate the symmetry defined in equation 7.1.

Due to the accurate local determination of φs and ∆Γs in both this measurement and

in the LHCb measurement [7], the other two solutions seen in the ATLAS analysis are

not compatible with the observations of the two experiments. As such, two of the four

minima fitted in the present non-flavour tagged analysis are excluded from the results

presented here. Additionally a solution with negative ∆Γs is excluded following the LHCb

measurement [20] which determines the∆Γs to be positive. Therefore, the two-dimensional

contour plot for φs and ∆Γs has been computed only for the solution consistent with the

– 13 –
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The ATLAS Detector

✦ Data selection begins with optimised 
suite of single and di-muon triggers:

✦ 3-level system: 40 MHz to O(200) Hz
✦ Muon ID from Muon Spectrometer
✦ Inner Detector provides precision 

momentum and lifetime measurements

33

•Inner Detector
•|η|<2.5, 
•Solenoid B=2T
•Si Pixels, 
•Si strips, 
•Transition Radiation Tracker (TRT)
•σ/pT ~ 3.4x10-4 pT + 0.015  for (|η|<1.5)
•Used for Tracking and Vertexing:

•Muon Spectrometer
•|η|<2.7
•Toroid B-Field, average ~0.5T
•Muon Momentum resolution 
σ/p< 10% up to  ~ 1 TeV

2011 Data
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ATLAS: Results

• Tagging improves φs precision by ~40%

• ∆Γs central value and uncertainty unchanged
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Figure 8: Likelihood contours in fs - DGs plane. The blue and red contours show the 68% and 95%
likelihood contours, respectively (statistical errors only). The green band is the theoretical prediction of
mixing- induced CP violation.
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Figure 9: 1D likelihood scans for d|| (left), d? and d?�dS (right)
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ATLAS - Angles
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Table 2: Table showing the ten time-dependent amplitudes, O(k)(t) and the functions of the transversity
angles g(k)(qT ,yT ,fT ). The amplitudes |A0(0)|2 and |Ak(0)|2 are for the CP even components of the
B0

s ! J/yf decay, |A(0)?|2 is the CP odd amplitude, they have corresponding strong phases d0, dk
and d?, by convention d0 is set to be zero. The S�wave amplitude |AS(0)|2 gives the fraction of B0

s !
J/yK+K�( f0) and has a related strong phase dS. The ± and ⌥ terms denote two cases: the upper sign
describes the decay of a meson that was initially a B0

s , while the lower sign describes the decays of a
meson that was initially B0

s .

k O(k)(t) g(k)(qT ,yT ,fT )

1 1
2 |A0(0)|2

h
(1+ cosfs)e�G(s)

L t +(1� cosfs)e�G(s)
H t ±2e�Gst sin(Dmst)sinfs

i
2cos2 yT (1� sin2 qT cos2 fT )

2 1
2 |Ak(0)|2

h
(1+ cosfs)e�G(s)

L t +(1� cosfs)e�G(s)
H t ±2e�Gst sin(Dmst)sinfs

i
sin2 yT (1� sin2 qT sin2 fT )

3 1
2 |A?(0)|2

h
(1� cosfs)e�G(s)

L t +(1+ cosfs)e�G(s)
H t ⌥2e�Gst sin(Dmst)sinfs

i
sin2 yT sin2 qT

4 1
2 |A0(0)||Ak(0)|cosd|| � 1p

2
sin2yT sin2 qT sin2fTh

(1+ cosfs)e�G(s)
L t +(1� cosfs)e�G(s)

H t ±2e�Gst sin(Dmst)sinfs

i

5 |Ak(0)||A?(0)|[ 1
2 (e

�G(s)
L t � e�G(s)

H t)cos(d?�d||)sinfs sin2 yT sin2qT sinfT
±e�Gst(sin(d?�dk)cos(Dmst)� cos(d?�dk)cosfs sin(Dmst))]

6 |A0(0)||A?(0)|[ 1
2 (e

�G(s)
L t � e�G(s)

H t)cosd? sinfs
1p
2

sin2yT sin2qT cosfT

±e�Gst(sind? cos(Dmst)� cosd? cosfs sin(Dmst))]
7 1

2 |AS(0)|2
h
(1� cosfs)e�G(s)

L t +(1+ cosfs)e�G(s)
H t ⌥2e�Gst sin(Dmst)sinfs

i
2
3
�
1� sinqT cos2 fT

�

8 |AS||Ak(0)|[ 1
2 (e

�G(s)
L t � e�G(s)

H t)sin(dk �dS)sinfs
1
3
p

6sinyT sin2 qT sin2fT
±e�Gst(cos(dk �dS)cos(Dmst)� sin(dk �dS)cosfs sin(Dmst))]

9 1
2 |AS||A?(0)|sin(d?�dS)

1
3
p

6sinyT sin2qT cosfTh
(1� cosfs)e�G(s)

L t +(1+ cosfs)e�G(s)
H t ⌥2e�Gst sin(Dmst)sinfs

i

10 |A0(0)||AS(0)|[ 1
2 (e

�G(s)
H t � e�G(s)

L t)sindS sinfs
4
3
p

3cosyT
�
1� sin2 qT cos2 fT

�

±e�Gst(cosdS cos(Dmst)+ sindS cosfs sin(Dmst))]

8
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Atlas Correlations and Likelihood scans
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Figure 8: Likelihood contours in fs - DGs plane. The blue and red contours show the 68% and 95%
likelihood contours, respectively (statistical errors only). The green band is the theoretical prediction of
mixing- induced CP violation.
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Figure 9: 1D likelihood scans for d|| (left), d? and d?�dS (right)
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Table 7: Summary of systematic uncertainties assigned to parameters of interest.

fs DGs Gs |Ak(0)|2 |A0(0)|2 |AS(0)|2 d? dk d?�dS
(rad) (ps�1) (ps�1) (rad) (rad) (rad)

ID alignment <10�2 <10�3 <10�3 <10�3 <10�3 - <10�2 <10�2 -
Trigger efficiency <10�2 <10�3 0.002 <10�3 <10�3 < 10�3 <10�2 <10�2 <10�2

B0
d contribution 0.03 0.001 <10�3 <10�3 0.005 0.001 0.02 <10�2 <10�2

Tagging 0.10 0.001 <10�3 <10�3 <10�3 0.002 0.05 <10�2 <10�2

Models:
default fit <10�2 0.002 <10�3 0.003 0.002 0.006 0.07 0.01 0.01
signal mass <10�2 0.001 <10�3 <10�3 0.001 <10�3 0.03 0.04 0.01
background mass <10�2 0.001 0.001 <10�3 <10�3 0.002 0.06 0.02 0.02
resolution 0.02 <10�3 0.001 0.001 <10�3 0.002 0.04 0.02 0.01
background time 0.01 0.001 <10�3 0.001 <10�3 0.002 0.01 0.02 0.02
background angles 0.02 0.008 0.002 0.008 0.009 0.027 0.06 0.07 0.03
Total 0.11 0.009 0.003 0.009 0.011 0.028 0.13 0.09 0.04

8 Discussion

The PDF describing the B0
s ! J/yf decay is invariant under the following simultaneous transformations:

{fs,DG,d?,dk}! (p �fs,�DG,p �d?,2p �dk)

DGs has been determined to be positive [19]. Therefore there is a unique solution. Uncertainties on
individual parameters have been studied in details in likelihood scans. Figure 7 shows the 1D likelihood
scans for fs and DGs. Figure 8 shows the likelihood contours in fs - DGs plane.
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Figure 7: 1D likelihood scans for fs (left) and DGs (right)

The behaviour of the amplitudes around their fitted values is as expected, however the strong phases
are more complicated. Figure 9 shows the 1D likelihood scans for the three measured strong phases.

The behaviour of d? appears gaussian and therefore it is reasonable to quote d? = 3.89±0.47(stat)
rad. For d? � dS the the likelihood scan shows a minimum close to p , however it is insensitive over
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Table 5: Fitted values for the physical parameters along with their statistical and systematic uncertainties.

Parameter Value Statistical Systematic
uncertainty uncertainty

fs(rad) 0.12 0.25 0.11
DGs(ps�1) 0.053 0.021 0.009
Gs(ps�1) 0.677 0.007 0.003
|Ak(0)|2 0.220 0.008 0.009
|A0(0)|2 0.529 0.006 0.011
|AS|2 0.024 0.014 0.028
d? 3.89 0.46 0.13
dk [3.04-3.23] 0.09

d?�dS [3.02-3.25] 0.04

Table 6: Correlations between the physics parameters.

fs DG Gs |A||(0)|2 |A0(0)|2 |AS(0)|2 dk d? d?�dS
fs 1.000 0.107 0.026 0.010 0.002 0.029 0.021 -0.043 -0.003
DG 1.000 -0.617 0.105 0.103 0.069 0.006 -0.017 0.001
Gs 1.000 -0.093 -0.063 0.034 -0.003 0.001 -0.009

|A||(0)|2 1.000 -0.316 0.077 0.008 0.005 -0.010
|A0(0)|2 1.000 0.283 - 0.003 -0.016 -0.025
|AS(0)|2 1.000 -0.011 -0.054 -0.098

dk 1.000 0.038 0.007
d? 1.000 0.081

d?�dS 1.000

11
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ATLAS - per-candidate resolutions

• Per-candidate mass- and lifetime-uncertainty distributions.

• Signal and Background shapes individually modeled for correct 
usage in likelihood fitting.
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µ+

µ−

Κ+

Κ−

Trajectories before vertex 
fit 

with pT > 0.3 GeV/c in the 

vicinity of the PV

BsJ/ψ φ   candidate event
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ATLAS - Systematics

39

C. Heller, Beauty 2013, 12.04.2013 15

Systematic Uncertainties

Uncertainties of fit model 
derived in pseudo-experiment

studies

Uncertainty in trigger 
selection efficiency

Effect of residual 
misalignment

studied in signal MC

Uncertainty in the relative 
fraction of Bd background

Uncertainty in the calibration 
of the tag probability

C. Heller, Beauty 2013, 12.04.2013 25

Trigger Bias
● the muon trigger biases the transverse impact parameter of muons toward 

smaller values

● trigger selection efficiency was measured in data and MC simulation using a tag-
and-probe method

● re-weighting of the events with a factor depending on the measured Bs lifetime 
before the correction

● ε = 0.013 ± 0.004 ps

● ε is determined using MC events by comparing the Bs lifetime of an unbiased 
sample with the lifetime obtained after including the dependence of the trigger 
efficiency on the muon transverse impact parameter as measured from the data

● uncertainty reflects the precision of the tag-and-probe method and is used to 
assign a systematic


