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HIGGS IS A BIG DEAL

• First particle with unprotected mass

• Perturbative weak scale

•Moving on to precision studies: 

• putting the “Higgs” in “Higgs-like”



MOTIVATIONS FOR 
PRECISION

• Because we can

• If NP/SUSY is semi-decoupled are there physics motivations?

• I.e., indications of physics at/below the Higgs mass scale?
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FIG. 3: New result on spin-independent WIMP-nucleon scat-
tering from XENON100: The expected sensitivity of this run
is shown by the green/yellow band (1�/2�) and the result-
ing exclusion limit (90% CL) in blue. For comparison, other
experimental results are also shown [19–22], together with
the regions (1�/2�) preferred by supersymmetric (CMSSM)
models [18].

the benchmark region fluctuates to 2 events is 26.4% and
confirms this conclusion.

A 90% confidence level exclusion limit for spin-
independent WIMP-nucleon cross sections �� is calcu-
lated, assuming an isothermal WIMP halo with a lo-
cal density of ⇢� = 0.3GeV/c3, a local circular veloc-
ity of v0 = 220 km/s, and a Galactic escape velocity of
vesc = 544 km/s [17]. Systematic uncertainties in the en-
ergy scale as described by the Le↵ parametrization of [6]
and in the background expectation are profiled out and
represented in the limit. Poisson fluctuations in the num-
ber of PEs dominate the S1 energy resolution and are
also taken into account along with the single PE resolu-
tion. The expected sensitivity of this dataset in absence
of any signal is shown by the green/yellow (1�/2�) band
in Fig. 3. The new limit is represented by the thick blue
line. It excludes a large fraction of previously unexplored
parameter space, including regions preferred by scans of
the constrained supersymmetric parameter space [18].

The new XENON100 data provide the most strin-
gent limit for m� > 8GeV/c2 with a minimum of
� = 2.0 ⇥ 10�45 cm2 at m� = 55GeV/c2. The max-
imum gap analysis uses an acceptance-corrected expo-
sure of 2323.7 kg⇥days (weighted with the spectrum of a
100GeV/c2 WIMP) and yields a result which agrees with
the result of Fig. 3 within the known systematic di↵er-
ences. The new XENON100 result continues to challenge
the interpretation of the DAMA [19], CoGeNT [20], and
CRESST-II [21] results as being due to scalar WIMP-
nucleon interactions.
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FIG. 2. Ionization yield versus recoil energy in all detectors
included in this analysis for events passing all signal criteria
except (top) and including (bottom) the phonon timing crite-
rion. The curved black lines indicate the signal region (-1.8�
and +1.2� from the mean nuclear recoil yield) between 7 and
100 keV recoil energies, while the gray band shows the range
of charge thresholds. Electron recoils in the detector bulk
have yield near unity. The data are colored to indicate recoil
energy ranges (dark to light) of 7–20, 20–30, and 30–100 keV
to aid the interpretation of Fig. 3.

of each candidate event must lie below 100 keV and above
a detector-dependent threshold ranging from 7 to 30 keV,
also chosen blindly based on calibration data. In order
to take advantage of the fact that the timing parameters
are better measured at high energies, the phonon timing
data-selection cut was optimized in three energy bins: 7–
20 keV, 20–30 keV, and 30–100 keV [20]. Fig. 1 shows
the estimated overall exposure to WIMP recoils on the
left y-scale, while the right-scale shows the “WIMP e�-
ciency,” namely the estimated fraction of WIMP recoils
at a given energy that would be accepted by these signal
criteria. The abrupt changes in e�ciency are due to the
di↵erent detector thresholds and changes to the timing
cuts in the three energy bins. Signal acceptance was mea-
sured using nuclear recoils from 252Cf calibration. Signal
acceptance is ⇠40% at most recoil energies, somewhat
higher than that of the Ge analysis [11]. After apply-
ing all selection criteria, the exposure of this analysis is
equivalent to 23.4 kg-days over a recoil energy range of
7–100 keV for a WIMP of mass 10 GeV/c2.

Neutrons from cosmogenic or radioactive processes
can produce nuclear recoils that are indistinguishable
from those from an incident WIMP. Simulations of the
rates and energy distributions of these processes using
GEANT4 [21] lead us to expect < 0.13 false candidate
events (90% confidence level) in the Si detectors from
neutrons in this exposure.

A greater source of background is the misidentifica-
tion of surface electron recoils, which may su↵er from re-
duced ionization yield and thus contribute events to the
WIMP-candidate region; these events are termed “leak-
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FIG. 3. Normalized ionization yield (standard deviations
from the nuclear recoil band centroid) versus normalized
phonon timing parameter (normalized such that the median
of the surface event calibration sample is at -1 and the cut
position is at 0) for events in all detectors from the WIMP-
search data set passing all other selection criteria. The black
box indicates the WIMP candidate selection region. The data
are colored to indicate recoil energy ranges (dark to light) of
7–20, 20–30, and 30–100 keV. The thin red curves on the bot-
tom and right axes are the histograms of surface events from
133Ba calibration data, while the thicker green curves are the
histograms of nuclear recoils from 252Cf calibration data.

age events”. Prior to looking at the WIMP-candidate
region (unblinding), the expected leakage was estimated
using the rate of single scatter events with yields con-
sistent with nuclear recoils from a previously unblinded
dataset [22] and the rejection performance of the timing
cut measured on low-yield multiple-scatter events from
133Ba calibration data. Two detectors used in this anal-
ysis were located at the end of detector stacks, so scat-
ters on their outer faces could not be tagged as mul-
tiple scatters. The multiple-scatter rates on the outer
faces of these two detectors were estimated using their
single-scatter rates from a previously unblinded dataset
presented in [22] and the multiples-singles ratio on the
interior detectors. The final pre-unblinding estimate for
misidentified surface event leakage into the signal band
in the eight Si detectors was 0.47+0.28

�0.17(stat.) events. This
initial leakage estimate informed the decision to unblind.

After all WIMP-selection criteria were defined, the sig-
nal regions of the Si detectors were unblinded. Three
WIMP-candidate events were observed, with recoil ener-
gies of 8.2, 9.5, and 12.3 keV. Two events were observed
in Detector 3 of Tower 4, and the third was observed in
Detector 3 of Tower 5. The events were well separated
in time and were in the middle of their respective tower
stacks. Fig. 2 illustrates the distribution of events in and
near the signal region of the WIMP-search data set be-
fore (top) and after (bottom) application of the phonon
timing criterion. Fig. 3 shows an alternate view of these
events, expressed in “normalized” versions of yield and
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FIG. 14: Comparisons of the observed gamma-ray spectrum of the low-latitude emission, after subtracting the contribution
from inverse Compton scattering (see Fig. 7) to that predicted from the scattering of cosmic ray protons with gas (upper left),
millisecond pulsars (upper right), and dark matter annihilations (lower). For proton-gas collisions, the solid and dashed lines
denote cosmic ray proton spectra which take the form of a delta function at 25 GeV or a broken power-law following E�2

p below
25 GeV and E�3

p at higher energies, respectively. To accommodate the spectral shape of the observed gamma-ray emission,
the cosmic ray proton spectrum throughout the inner several kiloparces of the Fermi Bubbles must peak very strongly at
approximately 25 GeV. The spectrum shown for pulsars is that corresponding to the average millisecond pulsar observed by
the Fermi collaboration [36, 37]. For annihilating dark matter, we show results for two models: 10 GeV particles annihilating
to tau leptons (dashed) and 50 GeV particles annihilating to bb̄. In each case, we have adopted a generalized NFW profile with
an inner slope of � = 1.2, and normalized the signal to a local density of 0.4 GeV/cm3 and an annihilation cross section of
�v = 2⇥ 10�27 cm3/s (⌧+⌧�) or �v = 8⇥ 10�27 cm3/s (bb̄).

interactions between stars could plausibly be distributed
as steeply as the square of this distribution) [22, 38]. The
binary companions of such pulsars could also act as a
tether, explaining why they do not free-stream out of the
Galactic Center as a result of velocity kicks. Further-
more, millisecond pulsars are spun up through accretion,
and can thus produce high luminosities of gamma-ray
emission over much longer timescales than other types of
pulsars.

Unfortunately, relatively little is known about the
gamma-ray spectrum of millisecond pulsars. Fermi has
reported spectra from only eight millisecond pulsars,
which together yield an average spectrum that is well fit
by dN�/dE� / E�1.5

� exp(�E�/2.8GeV) [36, 37]. In the
right frame of Fig. 14, we show this spectral shape (with

arbitrary normalization) compared to the observed emis-
sion from the low-latitude Bubbles. This does not pro-
vide a good fit, especially at low energies (although this is
also where the potential systematic errors are most signif-
icant). One could imagine, however, that the eight mil-
lisecond pulsars reported by Fermi may not be represen-
tative, perhaps being biased toward the brightest or most
locally common examples of such objects. To address this
issue, it has been suggested that the gamma-ray spectra
of globular clusters (which are thought to contain large
numbers of millisecond pulsars) could provide a more re-
liable determination of the average spectrum from mil-
lisecond pulsars [23]. At present, however, the error bars
on the gamma-ray spectra of globular clusters are quite
large, and (on average) do not appear to favor a much

Figure 1. Left panel: The black lines show the target regions that are used in the present analysis in
case of the SOURCE event class (the ULTRACLEAN regions are very similar). From top to bottom,
they are respectively optimized for the cored isothermal, the NFW (with α = 1), the Einasto and the
contracted (with α = 1.15, 1.3) DM profiles. The colors indicate the signal-to-background ratio with
arbitrary but common normalization; in Reg2 to Reg5 they are respectively downscaled by factors
(1.6, 3.0, 4.3, 18.8) for better visibility.
Right panel: From top to bottom, the panels show the 20–300 GeV gamma-ray (+ residual CR)
spectra as observed in Reg1 to Reg5 with statistical error bars. The SOURCE and ULTRACLEAN
events are shown in black and magenta, respectively. Dotted lines show power-laws with the indicated
slopes; dashed lines show the EGBG + residual CRs. The vertical gray line indicates E = 129.0 GeV.
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Fig. 3.— All-sky CLEAN 3.7 year maps in 5 energy bins, and a residual map (lower right). The residual map is the 120− 140 GeV map
minus a background estimate, taken to be the average of the other 4 maps where the average is computed in E2dN/dE units. This simple
background estimate is sufficient to remove the Galactic plane and most of the large-scale diffuse structures and even bright point sources.
A cuspy structure toward the Galactic center is revealed as the only significant structure in the residual gamma-ray map. All of the maps
are smoothed with a Gaussian kernel of FWHM = 10◦ without source subtraction.

year with no trials factor, and we summarize our main
findings in Section 9.

2. MAP CONSTRUCTION

For this project, we constructed full-sky maps from the
LAT event files as in our previous work (Dobler et al.
2010; Su et al. 2010; Su & Finkbeiner 2012), except that
we now use 3.7 years of Pass 7 (P7 V6) data.

2.1. Fermi data selection

The Fermi LAT is a pair-conversion telescope, in which
incoming photons convert to e+e− pairs, which are then
tracked through the detector. The arrival direction and
energy of each event are reconstructed, and the time of
arrival recorded. Event files for every week of the mission
are available on the Internet, and it is from these files
that we build our maps.
The point spread function (PSF) is about 0.8◦ for 68%

containment at 1 GeV and decreases with energy as r68 ∼
E−0.8, asymptoting to ∼ 0.2◦ at high energy. The LAT
is designed to survey the gamma-ray sky in the energy
range from about 20 MeV to several hundreds of GeV.
We use the latest publicly available data and instru-

ment response functions, known as Pass 7 (P7 V6)4. For
most figures in this work we use the CLEAN event class,
which has larger effective area than ULTRACLEAN and
lower background than SOURCE. In a few cases, we show
figures made with ULTRACLEAN or SOURCE events as ev-
idence that this choice has no qualitative effect on our
results.
Photons coming from the bright limb at Earth’s

horizon, dominantly produced by grazing-incidence CR
showers in the atmosphere, are a potential source of con-
tamination. We minimize this background by selecting
events with zenith angle less than 100◦ as suggested in
the Fermi Cicerone5. We also exclude some time in-
tervals, primarily while Fermi passes through the South
Atlantic Anomaly.

2.2. Map making

We generate full-sky maps of counts and exposure us-
ing HEALPix, a convenient equal-area iso-latitude full-

4 Details at http://fermi.gsfc.nasa.gov/ssc/data/analysis/
documentation/Pass7 usage.html

5 http://fermi.gsfc.nasa.gov/ssc/data/analysis/documentation/.

Figure 1. Left panel: The black lines show the target regions that are used in the present analysis in
case of the SOURCE event class (the ULTRACLEAN regions are very similar). From top to bottom,
they are respectively optimized for the cored isothermal, the NFW (with α = 1), the Einasto and the
contracted (with α = 1.15, 1.3) DM profiles. The colors indicate the signal-to-background ratio with
arbitrary but common normalization; in Reg2 to Reg5 they are respectively downscaled by factors
(1.6, 3.0, 4.3, 18.8) for better visibility.
Right panel: From top to bottom, the panels show the 20–300 GeV gamma-ray (+ residual CR)
spectra as observed in Reg1 to Reg5 with statistical error bars. The SOURCE and ULTRACLEAN
events are shown in black and magenta, respectively. Dotted lines show power-laws with the indicated
slopes; dashed lines show the EGBG + residual CRs. The vertical gray line indicates E = 129.0 GeV.
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Fig. 10.— Left panel: Spectral energy distributions of the templates listed in the figure legend. In the left panel, we use CLEAN events with
|b| > 1◦ and all longitudes. Besides the disk-correlated emission (green), uniform emission (brown), and the Fermi bubble template (blue),
the cusp component modeled as a FWHM = 4◦ Gaussian in the GC (red) has been included. Vertical bars show the marginalized 68%
confidence range derived from the parameter covariance matrix for the template coefficients in each energy bin. Arrows indicate 1σ upper
limits. For reference, we overplot lines centered at 111 GeV and 129 GeV (dotted cyan) convolved with a three-Gaussian approximation of
the LAT instrumental response (Edmonds 2011), and their sum (dotted black). The line centers and amplitudes are determined from a fit
to the spectrum in the right panel (see text). Right panel: the same as the left panel but using data masking out |b| < 5◦ and |l| > 6◦.
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Fig. 11.— Same as right panel of Figure 10 but splitting the
bubble template into two regions one with |b| > 30◦ and the other
with |b| < 30◦.

of the Fermi-LAT at E ! 100 GeV, the spectral excess
at 110 " E " 140 GeV is consistent with emission from
one or two lines after considering the line-spread func-
tion (LSF) (Edmonds 2011), which strongly suggests the
novel nature of the gamma-ray cusp as no known astro-
physical process can produce this feature. Except for
unexpected instrumental systematics or an increasingly

unlikely statistical fluke, a dark matter annihilation sig-
nal from the inner Galaxy is the most likely explanation.
In another variant of the fit, we split the bubble template
into two independent components in the fitting, high lat-
itude (|b| > 30◦) and low latitude (|b| < 30◦). The pur-
pose is to demonstrate that the low latitude bubble is
also independent from the gamma-ray cusp. Again, we
find no sign of a bump in the spectra of other diffuse
gamma-ray components, but the cusp has a spectrum
with an excess at 110− 140 GeV and is consistent with
zero in the other bins (Figure 11). Instead of using CLEAN
class, we have tried using SOURCE class for the likelihood
analysis, and obtained similar results (Figure 12).
The energy spectrum of the cusp is consistent with

a single spectral line (at energy 127.0 ± 2.0 GeV with
χ2 = 4.48 for 4 d.o.f.). But a pair of lines at 110.8± 4.4
GeV and 128.8±2.7 GeV provides a marginally better fit
(with χ2 = 1.25 for 2 d.o.f.). We have compared the best
fit one line and two line profile with the measured en-
ergy spectrum in Figure 13. The observation is compat-
ible with a 140.8± 2.8 GeV WIMP annihilating through
γZ and γh assuming mh = 125 GeV (with χ2 = 3.33
for 3 d.o.f.) or a 127.3 ± 2.7 GeV WIMP annihilating
through γγ and γZ (with χ2 = 1.67 for 3 d.o.f.) (e.g.,
Weiner & Yavin 2012).
The gamma-ray cusp appears to possess a symmetric

distribution around the Galactic center. To investigate
whether there is any more extended cusp component con-
tributing the excess at 120 − 140 GeV, we include an
extra “outer ring” template as shown in Figure 8. The

Weniger; Bringmann et al; Finkbeiner + Su...



A FEW NUMBERS

• “Signal” is 20-40 photons

•Desired cross section is O(few) x 10-27cm3s-1                          
(vs 3 x 10-26cm3s-1 for thermal relic abundance)

• Cross section depends on the halo model

• Rate bigger than naively expected for a WIMP

•Doesn’t seem to have expected continuum emission (Buchmuller, 
Garny; Cohen, Lisanti, Slatyer, Wacker; Cholis, Tavakoli, Ulio)



STRONGLY COUPLED 
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II. THE MODEL

In addition to the WIMP state � which is a Dirac
fermion, we consider a messenger state, a Dirac fermion
 and a charged scalar ', both of which are SUW(2)
doublets with hypercharge Y = 1/2 and are heavier than
the WIMP. They couple to the WIMP state through a
Yukawa coupling which we denote by �. The Lagrangian
for this model is given by
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a. Aside from its Dirac mass,
m� , the WIMP states are split by a Majorana mass �m.

When the mass of the WIMP is much lower than that
of the messengers, its interactions with light fields such as
the photon and weak vector-bosons can be described by
an e↵ective Lagrangian. Gauge invariance forces these in-
teractions to appear as dimension 5, magnetic dipole op-
erator as well as dimension 7, Rayleigh operators2. Since
the model above is a renormalizable interacting theory
these operators can be computed in perturbation the-
ory. However, because we will be dealing with scenarios
where the new states are not much heavier than the dark
matter, it is important to include m�/Mf

corrections to
these new operators (i.e., the form factors). In this let-
ter we include all m�/Mf

e↵ects at 1-loop order when
computing the non-relativistic cross-sections relevant for
phenomenology.

We begin with the interactions of the WIMP with a
single gauge-boson. These are generated through the di-
agram shown in Fig. 1. Gauge-invariance forbids any
coupling to the non-abelian SUW(2) fields and the most
general vertex coupling to hypercharge consistent with
Lorentz invariance can be written as,
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where the form-factors F

1

(q2) and F

2

(q2) are given ex-
plicitly in the appendix3. The second part of this vertex
corresponds to an e↵ective dipole operator for the WIMP
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2 After EWSB other, lower dimensional operators may appear in-
volving the Higgs field, however those appear at higher loop order
and are correspondingly much further suppressed.

3 The F1(q2) form-factor need not vanish as it is related to non-
renormalizable terms of the form �̄�µ@⌫�Bµ⌫ . Gauge-invariance
only imposes the condition that F1(q2) should approach zero as
q2 ! 0.
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FIG. 1. Magnetic dipole operator generated at 1-loop.

(a)

(c) (d)

(b)

FIG. 2. The loop diagrams generating the RayDM operators
at lowest order in perturbation theory. Diagrams (a), (b), and
(c) represent two separate contributions where the external
gauge-bosons are interchanged.

where g

0 is the hypercharge coupling constant, q2 is the
momentum carried by the gauge-boson. More explicitly,
the coe�cient of the dipole operator is multiplied by the
hypercharge and by the size of the SUW(2) representa-
tion of the messengers in the loop, which in our case gives
a factor of unity. Similar comments apply to the coe�-
cient of F

1

(q2). To lowest order in an expansion in the
messenger mass these form-factors are
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where r = M

f

/M

s

. We include the e↵ects of both F

1

and F

2

to all order in the messenger mass expansion in
the cross-sections discussed below.

The Rayleigh operators are generated by attaching
another external gauge-boson to the loop diagrams, as
shown in Fig. 2. In this case coupling to non-abelian
gauge-bosons is possible as well. The Rayleigh scales as-

Loops of “charged things” near 100-200 GeV with 
large couplings to DM can yield this

A similar ingredient can modify the 𝛾𝛾 rate from Higgs decay



INVISIBLE HIGGS DECAYS

• Is there a motivation for a light state?
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Figure 1: Experimental model-independent residual rate of the single-hit scintillation
events, measured by DAMA/LIBRA,1,2,3,4,5,6 in the (2 – 4), (2 – 5) and (2 – 6)
keV energy intervals as a function of the time. The zero of the time scale is January
1st of the first year of data taking of the former DAMA/NaI experiment [15]. The
experimental points present the errors as vertical bars and the associated time bin
width as horizontal bars. The superimposed curves are the cosinusoidal functions
behaviors A cosω(t − t0) with a period T = 2π

ω = 1 yr, with a phase t0 = 152.5 day
(June 2nd) and with modulation amplitudes, A, equal to the central values obtained
by best fit over the whole data including also the exposure previously collected by
the former DAMA/NaI experiment: cumulative exposure is 1.17 ton × yr (see also
ref. [15] and refs. therein). The dashed vertical lines correspond to the maximum
expected for the DM signal (June 2nd), while the dotted vertical lines correspond to
the minimum. See text.
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FIG. 1. (color online). Comparison of the energy spectra
for the candidate events and background estimates, co-added
over the 8 detectors used in this analysis. The observed event
rate (error bars) agrees well with the electron-recoil back-
ground estimate (solid), which is a sum of the contributions
from zero-charge events (dashed), surface events (+), bulk
events (dash-dotted), and the 1.3 keV line (dotted). The se-
lection efficiencies have been applied to the background es-
timates for direct comparison with the observed rate, which
does not include a correction for the nuclear-recoil acceptance.
The inset shows the measured nuclear-recoil acceptance effi-
ciency, averaged over all detectors.

all selection cuts is shown in Fig. 1. Although the shape
of the observed spectrum is consistent with a WIMP sig-
nal, we expect that a significant number of the candidates
are due to unrejected electron recoils. Figure 2 shows
the distribution of candidates in the ionization-yield ver-
sus recoil-energy plane for T1Z5. Several populations of
events which can leak into the signal region at low energy
are apparent. For each population described below, we
measure the rate and energy spectrum in sidebands where
the contribution from low-mass WIMPs would be negligi-
ble, and extrapolate the observed spectrum to lower ener-
gies to estimate the leakage. The systematic errors intro-
duced by these extrapolations are potentially large and
are difficult to quantify. However, as shown in Fig. 1 and
discussed below, these simple extrapolations can plausi-
bly explain all the observed candidates.

Events with ionization energies consistent with noise
are seen below the nuclear-recoil band. Most or all
of these “zero-charge” events arise from electron recoils
near the edge of the detector, where the charge carri-
ers can be completely collected on the cylindrical wall
rather than on the readout electrodes. At recoil energies
!10 keV, these events can be rejected using a phonon-
based fiducial-volume cut. At lower energies, reconstruc-
tion of the event radius using phonon information is un-
reliable. To maintain acceptance of low-energy nuclear
recoils, some zero-charge events are not rejected at ener-
gies "5 keV where the ionization signal for nuclear recoils
becomes comparable to noise. By extrapolating the expo-
nential spectrum observed for zero-charge events above
5 keV, we estimate that they contribute ∼50% of the
candidate events.
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FIG. 2. (color online). Events in the ionization-yield
versus recoil-energy plane for T1Z5. Events within the
(+1.25,−0.5)σ nuclear-recoil band (solid) are WIMP candi-
dates (large dots). Events outside these bands (small, dark
dots) pass all selection criteria except the ionization-energy
requirement. The widths of the band edges denote variations
between data runs. Events from the 252Cf calibration data
are also shown (small, light dots). The recoil-energy scale as-
sumes the ionization signal is consistent with a nuclear recoil,
causing electron recoils to be shifted to higher recoil energies
and lower yields.

A second source of misidentified electron recoils comes
from events interacting near the detector surfaces, where
ionization collection may be incomplete. These events
are primarily concentrated just above the nuclear-recoil
band, with an increased fraction leaking into the sig-
nal region at low energies. For recoil energies !10 keV,
nearly all such surface events can be rejected [12] be-
cause they have faster-rising phonon pulses than nuclear
recoils in the bulk of the detector. This analysis does
not use phonon timing to reject these events since the
signal-to-noise is too low for this method to be effective
for recoil energies "5 keV. Extrapolating the exponen-
tial spectrum of surface events identified above 10 keV
implies that ∼15% of the candidates are surface electron
recoils.
At recoil energies "5 keV, the primary ionization-

based discrimination breaks down as the ionization sig-
nal becomes comparable to noise even for electron recoils
with fully collected charge. Extrapolating the roughly
constant electron-recoil spectrum observed above 5 keV
indicates that ∼10% of the observed candidates arise
from leakage of this background into the signal region.
Just above threshold, there is an additional contribution
to the constant electron-recoil spectrum from the 1.3 keV
line, which leaks above the 2 keV analysis threshold since
our recoil-energy estimate assumes the ionization signal
is consistent with a nuclear recoil. The measured in-
tensity of this line at ionization yields above the signal
region indicates that the 1.3 keV line accounts for ∼10%
of the observed candidates. T1Z5 has less expected leak-
age from these fully-collected electron-recoil backgrounds
than the average detector since it has the best ionization
resolution.
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Results: Nuclear Recoil Singles  

CoGeNT 

CDMS 

•   No significant evidence for annual modulation  

•   In the energy range [5, 11.9] keVnr, all modulated rate with amplitudes  
   greater than 0.07 [keVnr  kg day]-1  are ruled out with a  99% confidence. 

   Annual modulation signal of CDMS and CoGeNT 
     are incompatible at  >95% C.L. (preliminary) for the 
     full energy  range (if  CoGeNT signal originates in a  
     nuclear-recoil population) 
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14 Contours: 68%, 95%, 99%  
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FIG. 4: Time evolution of the rate in several energy regions.
The last bin spans eight days. A dotted line denotes the
best-fit modulation found. A solid line indicates nominal pre-
dictions (see text). These lines overlap for the bottom panels.

radon levels by a factor ∼4 [24]. Muon-coincident events
constitute a few percent of the low-energy spectrum [1],
limiting a muon-induced modulated amplitude to <<1%
[6]. Rejection of veto-coincident events does not alter the
observed modulation. Radon displacement via pressur-
ized LN boil-off gas is continuously maintained at 2 l/min
within an aluminum shell encasing the lead shielding [25].
A radon-induced modulation would be expected to affect
a much broader spectral region than observed [26].
The CDMS collaboration has recently claimed [7] to

exclude a light-WIMP interpretation of CoGeNT and
DAMA/LIBRA observations. However, a mχ∼7 GeV/c2,
σSI ∼ 10−4pb WIMP is compatible with the irreducible
spectra from both CoGeNT (Fig. 1) and CDMS ([16],
Fig. 8 in [27]). Observations from XENON10 [18] and
XENON100 [8] have been used to generate a similar rejec-
tion of light-WIMP scenarios. The assumptions in [8, 18]
are examined in [17], where no presently compelling case
for this exclusion is found.
In conclusion, presently available CoGeNT data favor

the presence of an annual modulation in the low-energy
spectral rate, for events taking place in the bulk of the
detector only. While its origin is presently unknown,
the spectral and temporal information are prima facie

congruent when the WIMP hypothesis is examined: in
particular, the WIMP mass region most favored by the
spectral analysis (Fig. 2) generates predictions for the
modulated amplitude in good agreement with observa-
tions, modulo the dependence of this assertion on the
choice of astrophysical parameters [21–23].
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FIG. 1. Nuclear recoil acceptance as a function of recoil en-
ergy after successive application of each WIMP-selection cri-
terion shown. The bold solid curve shows the overall e�ciency
of this analysis. The abrupt drops in acceptance at low re-
coil energies reflect the elevated energy thresholds chosen for
some detectors.

results, as described below.

Candidate WIMP-scattering events were identified by
a series of selection criteria. These criteria were defined
in parallel with those described in [8] for the Ge detectors
using the same techniques. As with the Ge detectors, all
WIMP-selection criteria were defined blindly using cal-
ibration and masked WIMP-search data; for the latter,
events in and near the WIMP-candidate region were au-
tomatically masked from the data set during analysis and
thus had no impact on the definition of the selection crite-
ria. A WIMP candidate was required to have phonon and
ionization signals inconsistent with noise alone, to exhibit
no coincident energy in the scintillating veto shield or in
any of the other 29 ZIP detectors, and not to be coinci-
dent with beam spills of the NuMI neutrino beam [19].
We further demanded that any candidate event occur
within the detector’s fiducial volume and have ionization
yield and phonon pulse timing consistent with a nuclear
recoil. The recoil energy of each candidate event must
also lie below 100 keV and above a detector-dependent
threshold ranging from 7 to 15 keV, also chosen blindly
based upon calibration data. Fig. 1 shows the estimated
fraction of WIMP-scatter events that would be accepted
by these signal criteria. Signal acceptance was measured
using nuclear recoils from 252Cf calibration. Monte Carlo
simulations indicate that multiple-scattered neutrons in
calibration data reduce the measured e�ciency of the
fiducial volume selection by ⇠5.5% with respect to the
true value for single-scatter nuclear recoils, so we have
scaled its e�ciency upward by this amount. Signal accep-
tance is ⇠40% at most recoil energies, somewhat higher
than that of the Ge analysis. After applying all selec-
tion criteria, the exposure of this analysis is equivalent
to 19.7 kg-days over a recoil energy range of 7-100 keV
for a WIMP of mass 60 GeV/c2.

Neutrons from cosmogenic or radioactive processes can
produce nuclear recoils that are indistinguishable from
those from an incident WIMP. Simulations of the rates
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FIG. 2. Ionization yield versus recoil energy in all detectors
included in this analysis for events passing all signal criteria
except (top) and including (bottom) the phonon timing crite-
rion. The curved lines indicate the signal region (±2� from
mean nuclear recoil yield) between 7 and 100 keV recoil en-
ergies. Electron recoils in the detector bulk have yield near
unity, above the vertical scale limits.

of these processes using GEANT4 and FLUKA lead us
to expect < 0.1 false candidate events in the Si detectors
from neutrons in this exposure.
A greater source of background is the misidentifica-

tion of surface electron recoils, which may su↵er from
reduced ionization yield. As in the Ge analysis, we de-
veloped a Bayesian estimate of the rate of misidentified
surface events based upon the observed performance of
the phonon timing cut for events near the WIMP-search
signal region [20]. For the Si analysis we based our model
only upon multiple-scatter events within the ionization
yield acceptance region, since other event samples in-
corporated into the Ge analysis were found to be less
reliable predictors for Si. This model is not applicable
to detectors at the top and bottom of their respective
stacks, since it is impossible to identify multiple-scatter
events on the outside face of such detectors. We thus
decided to exclude detectors in these positions from this
blind analysis. The final model predicts an average of
1.1+0.9

�0.6(stat.)± 0.1(syst.) misidentified surface events in
the six Si detectors during this exposure.
After all WIMP-selection criteria were defined and the

background estimate finalized, the signal regions of the
Si detectors were unmasked on December 3, 2008. No
candidate WIMP-scattering events were observed. Fig. 2
illustrates the distribution of events in and near the sig-
nal region of the WIMP-search data set before (top) and
after (bottom) application of the phonon timing criterion.
Fig. 3 shows an alternate view of these events, expressed
in “normalized” versions of yield and timing that are
transformed so that the WIMP acceptance regions of all
detectors coincide.
This null result constrains the available parameter

space of WIMP dark matter models. We compute up-
per limits on the WIMP-nucleon scattering cross section
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FIG. 3. Normalized ionization yield (standard deviations
from the nuclear recoil band centroid) versus normalized
phonon timing parameter (µs from the timing criterion) for
events in all detectors from the WIMP-search data set pass-
ing all other selection criteria. The black box indicates the
WIMP candidate selection region. Also plotted are nuclear
recoils from 252Cf calibration data (light, green dots).
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FIG. 4. Comparison of 90% C.L. upper limits from these data
(solid) with those from CDMS II Ge [9, 16] (dash, +), EDEL-
WEISS [21] (x), XENON10 [22] (S2-only analysis, ⌃), and
XENON100 [23] (⇤). The filled regions identify regions of in-
terest associated with data from DAMA/LIBRA [13, 24] (dark
grey, 99.7% C.L.), CoGeNT [25] as interpreted by Kelso et al.
[26] (magenta, 90% C.L., including the e↵ect of a residual
surface event contamination), and CRESST II [15] (yellow,
95.4% C.L.).

using Yellin’s optimum interval method [27]; this is equiv-
alent to a Poisson upper limit in the present zero-event

case, but generally results in a stronger limit when events
are observed. We work within the “standard” halo model
described in [28], assuming a galactic escape velocity of
544 km/s [29]. Fig. 4 shows upper limits on the WIMP-
nucleon spin-independent scattering cross section at the
90% confidence level from CDMS II data and a selection
of other recent results. The present data set an upper
limit of 1.66 ⇥ 10�41 (1.86 ⇥ 10�42) cm2 for a WIMP
of mass 10 (60) GeV/c2. The e↵ect of a ⇠10% increase
in our nuclear recoil energy scale is well approximated
below 20 GeV/c2 by shifting the limit curve parallel to
the mass axis by ⇠7%. Since unblinding these data, re-
cent results from CDMS II [9, 16], EDELWEISS [21],
XENON100 [23], and a novel low-threshold analysis of
data from XENON10 [22] also disfavor this parameter
space.

Fig. 4 also compares these results to three recent re-
sults that have been interpreted as evidence for WIMP
interactions. The CoGeNT experiment has observed an
excess of events in their Ge crystal above expected back-
ground [14] and an annual modulation of their low-energy
event rate [25, 26], similar to what might be expected
from interactions of a low-mass WIMP. The CRESST II
experiment has also observed an excess of events above
their background model [15]. This null result disfa-
vors portions of the best-fit regions suggested by the
authors in both cases, as well as an interpretation of
the DAMA/LIBRA annual modulation signal in terms
of spin-independent scattering [24].
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FIG. 2. Ionization yield versus recoil energy in all detectors
included in this analysis for events passing all signal criteria
except (top) and including (bottom) the phonon timing crite-
rion. The curved black lines indicate the signal region (-1.8�
and +1.2� from the mean nuclear recoil yield) between 7 and
100 keV recoil energies, while the gray band shows the range
of charge thresholds. Electron recoils in the detector bulk
have yield near unity. The data are colored to indicate recoil
energy ranges (dark to light) of 7–20, 20–30, and 30–100 keV
to aid the interpretation of Fig. 3.

of each candidate event must lie below 100 keV and above
a detector-dependent threshold ranging from 7 to 30 keV,
also chosen blindly based on calibration data. In order
to take advantage of the fact that the timing parameters
are better measured at high energies, the phonon timing
data-selection cut was optimized in three energy bins: 7–
20 keV, 20–30 keV, and 30–100 keV [20]. Fig. 1 shows
the estimated overall exposure to WIMP recoils on the
left y-scale, while the right-scale shows the “WIMP e�-
ciency,” namely the estimated fraction of WIMP recoils
at a given energy that would be accepted by these signal
criteria. The abrupt changes in e�ciency are due to the
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cuts in the three energy bins. Signal acceptance was mea-
sured using nuclear recoils from 252Cf calibration. Signal
acceptance is ⇠40% at most recoil energies, somewhat
higher than that of the Ge analysis [11]. After apply-
ing all selection criteria, the exposure of this analysis is
equivalent to 23.4 kg-days over a recoil energy range of
7–100 keV for a WIMP of mass 10 GeV/c2.
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can produce nuclear recoils that are indistinguishable
from those from an incident WIMP. Simulations of the
rates and energy distributions of these processes using
GEANT4 [21] lead us to expect < 0.13 false candidate
events (90% confidence level) in the Si detectors from
neutrons in this exposure.

A greater source of background is the misidentifica-
tion of surface electron recoils, which may su↵er from re-
duced ionization yield and thus contribute events to the
WIMP-candidate region; these events are termed “leak-
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FIG. 3. Normalized ionization yield (standard deviations
from the nuclear recoil band centroid) versus normalized
phonon timing parameter (normalized such that the median
of the surface event calibration sample is at -1 and the cut
position is at 0) for events in all detectors from the WIMP-
search data set passing all other selection criteria. The black
box indicates the WIMP candidate selection region. The data
are colored to indicate recoil energy ranges (dark to light) of
7–20, 20–30, and 30–100 keV. The thin red curves on the bot-
tom and right axes are the histograms of surface events from
133Ba calibration data, while the thicker green curves are the
histograms of nuclear recoils from 252Cf calibration data.

age events”. Prior to looking at the WIMP-candidate
region (unblinding), the expected leakage was estimated
using the rate of single scatter events with yields con-
sistent with nuclear recoils from a previously unblinded
dataset [22] and the rejection performance of the timing
cut measured on low-yield multiple-scatter events from
133Ba calibration data. Two detectors used in this anal-
ysis were located at the end of detector stacks, so scat-
ters on their outer faces could not be tagged as mul-
tiple scatters. The multiple-scatter rates on the outer
faces of these two detectors were estimated using their
single-scatter rates from a previously unblinded dataset
presented in [22] and the multiples-singles ratio on the
interior detectors. The final pre-unblinding estimate for
misidentified surface event leakage into the signal band
in the eight Si detectors was 0.47+0.28

�0.17(stat.) events. This
initial leakage estimate informed the decision to unblind.

After all WIMP-selection criteria were defined, the sig-
nal regions of the Si detectors were unblinded. Three
WIMP-candidate events were observed, with recoil ener-
gies of 8.2, 9.5, and 12.3 keV. Two events were observed
in Detector 3 of Tower 4, and the third was observed in
Detector 3 of Tower 5. The events were well separated
in time and were in the middle of their respective tower
stacks. Fig. 2 illustrates the distribution of events in and
near the signal region of the WIMP-search data set be-
fore (top) and after (bottom) application of the phonon
timing criterion. Fig. 3 shows an alternate view of these
events, expressed in “normalized” versions of yield and
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timing that are transformed so that the WIMP accep-
tance regions of all detectors coincide.

After unblinding, extensive checks of the three candi-
date events revealed no data quality or analysis issues
that would invalidate them as WIMP candidates. The
signal-to-noise on the ionization channel for the three
events (ordered in increasing recoil energy) was measured
to be 6.7�, 4.9�, and 5.1�, while the charge threshold
had been set at 4.5� from the noise. A study on pos-
sible leakage into the signal band due to 206Pb recoils
from 210Po decays found the expected leakage to be neg-
ligible with an upper limit of < 0.08 events at the 90%
confidence level. The energy distribution of the 206Pb
background was constructed using events in which a co-
incident ↵ was detected in a detector adjacent to one
of the 8 Si detectors used in this analysis. Further-
more, as in the Ge analysis, we developed a Bayesian
estimate of the rate of misidentified surface events based
upon the performance of the phonon timing cut mea-
sured using events near the WIMP-search signal region
[22]. Classical confidence intervals provided similar esti-
mates [23]. Multiple-scatter events below the electron-
recoil ionization-yield region from both 133Ba calibration
andWIMP-search data were used as inputs to this model.
The final model predicts an updated surface-event leak-
age estimate of 0.41+0.20

�0.08(stat.)
+0.28
�0.24(syst.) misidentified

surface events in the eight Si detectors.

This result constrains the available parameter space
of WIMP dark matter models. We compute upper lim-
its on the WIMP-nucleon scattering cross section using
Yellin’s optimum interval method [24]. We assume a
WIMP mass density of 0.3 GeV/c2/cm3, a most probable
WIMP velocity with respect to the galaxy of 220 km/s,
a mean circular velocity of Earth with respect to the
galactic center of 232 km/s, a galactic escape velocity of
544 km/s [25], and the Helm form factor [26]. Fig. 4
shows the derived upper limits on the spin-independent
WIMP-nucleon scattering cross section at the 90% con-
fidence level (C.L.) from this analysis and a selection of
other recent results. The present data set an upper limit
of 2.4⇥ 10�41 cm2 for a WIMP of mass 10 GeV/c2. We
are completing the calibration of the nuclear recoil energy
scale using the Si-neutron elastic scattering resonant fea-
ture in the 252Cf exposures. This study indicates that our
reconstructed energy may be 10% lower than the true re-
coil energy, which would weaken the upper limit slightly.
Below 20 GeV/c2 the change is well approximated by
shifting the limits parallel to the mass axis by ⇠ 7%. In
addition, neutron calibration multiple scattering e↵ects
improve the response to WIMPs by shifting the upper
limit down parallel to the cross-section axis by ⇠ 5%.

A model of our known backgrounds, including both
energy and expected rate distributions, was constructed
for each detector and experimental run for each of the
three backgrounds considered: surface electron recoils,
neutron backgrounds, and 206Pb recoils. Simulations of
our background model yield a 5.4% probability of a sta-
tistical fluctuation producing three or more events in our

FIG. 4. Experimental upper limits (90% confidence level) for
the WIMP-nucleon spin-independent cross section as a func-
tion of WIMP mass. We show the limit obtained from the ex-
posure analyzed in this work alone (black dots), and combined
with the CDMS II Si data set reported in [22] (blue solid line).
Also shown are limits from the CDMS II Ge standard [11] and
low-threshold [27] analysis (dark and light dashed red), EDEL-
WEISS low-threshold [28] (orange diamonds), XENON10 S2-
only [29] (light dash-dotted green), and XENON100 [30] (dark
dash-dotted green). The filled regions identify possible signal
regions associated with data from CoGeNT [31] (magenta,
90% C.L., as interpreted by Kelso et al. including the e↵ect
of a residual surface event contamination described in [32]),
DAMA/LIBRA [16, 33] (yellow, 99.7% C.L.), and CRESST
[18] (brown, 95.45% C.L.) experiments. 68% and 90% C.L.
contours for a possible signal from these data are shown in
blue and cyan, respectively. The asterisk shows the maxi-
mum likelihood point at (8.6 GeV/c2, 1.9⇥ 10�41 cm2).

signal region.

This model of our known backgrounds was used to in-
vestigate the data in the context of a WIMP+background
hypothesis. We performed a profile likelihood analysis in
which the background rates were treated as nuisance pa-
rameters and the WIMP mass and cross section were
the parameters of interest. The highest likelihood is
found for a WIMP mass of 8.6 GeV/c2 and a WIMP-
nucleon cross section of 1.9⇥10�41 cm2. The goodness-
of-fit test of this WIMP+background hypothesis results
in a p-value of 68%, while the background-only hypoth-
esis fits the data with a p-value of 4.5%. A profile like-
lihood ratio test including the event energies finds that
the data favor the WIMP+background hypothesis over
our background-only hypothesis with a p-value of 0.19%.
Though this result favors a WIMP interpretation over
the known-background-only hypothesis, we do not be-
lieve this result rises to the level of a discovery.
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from 210Po decays found the expected leakage to be neg-
ligible with an upper limit of < 0.08 events at the 90%
confidence level. The energy distribution of the 206Pb
background was constructed using events in which a co-
incident ↵ was detected in a detector adjacent to one
of the 8 Si detectors used in this analysis. Further-
more, as in the Ge analysis, we developed a Bayesian
estimate of the rate of misidentified surface events based
upon the performance of the phonon timing cut mea-
sured using events near the WIMP-search signal region
[22]. Classical confidence intervals provided similar esti-
mates [23]. Multiple-scatter events below the electron-
recoil ionization-yield region from both 133Ba calibration
andWIMP-search data were used as inputs to this model.
The final model predicts an updated surface-event leak-
age estimate of 0.41+0.20

�0.08(stat.)
+0.28
�0.24(syst.) misidentified

surface events in the eight Si detectors.

This result constrains the available parameter space
of WIMP dark matter models. We compute upper lim-
its on the WIMP-nucleon scattering cross section using
Yellin’s optimum interval method [24]. We assume a
WIMP mass density of 0.3 GeV/c2/cm3, a most probable
WIMP velocity with respect to the galaxy of 220 km/s,
a mean circular velocity of Earth with respect to the
galactic center of 232 km/s, a galactic escape velocity of
544 km/s [25], and the Helm form factor [26]. Fig. 4
shows the derived upper limits on the spin-independent
WIMP-nucleon scattering cross section at the 90% con-
fidence level (C.L.) from this analysis and a selection of
other recent results. The present data set an upper limit
of 2.4⇥ 10�41 cm2 for a WIMP of mass 10 GeV/c2. We
are completing the calibration of the nuclear recoil energy
scale using the Si-neutron elastic scattering resonant fea-
ture in the 252Cf exposures. This study indicates that our
reconstructed energy may be 10% lower than the true re-
coil energy, which would weaken the upper limit slightly.
Below 20 GeV/c2 the change is well approximated by
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improve the response to WIMPs by shifting the upper
limit down parallel to the cross-section axis by ⇠ 5%.

A model of our known backgrounds, including both
energy and expected rate distributions, was constructed
for each detector and experimental run for each of the
three backgrounds considered: surface electron recoils,
neutron backgrounds, and 206Pb recoils. Simulations of
our background model yield a 5.4% probability of a sta-
tistical fluctuation producing three or more events in our
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with the CDMS II Si data set reported in [22] (blue solid line).
Also shown are limits from the CDMS II Ge standard [11] and
low-threshold [27] analysis (dark and light dashed red), EDEL-
WEISS low-threshold [28] (orange diamonds), XENON10 S2-
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signal region.

This model of our known backgrounds was used to in-
vestigate the data in the context of a WIMP+background
hypothesis. We performed a profile likelihood analysis in
which the background rates were treated as nuisance pa-
rameters and the WIMP mass and cross section were
the parameters of interest. The highest likelihood is
found for a WIMP mass of 8.6 GeV/c2 and a WIMP-
nucleon cross section of 1.9⇥10�41 cm2. The goodness-
of-fit test of this WIMP+background hypothesis results
in a p-value of 68%, while the background-only hypoth-
esis fits the data with a p-value of 4.5%. A profile like-
lihood ratio test including the event energies finds that
the data favor the WIMP+background hypothesis over
our background-only hypothesis with a p-value of 0.19%.
Though this result favors a WIMP interpretation over
the known-background-only hypothesis, we do not be-
lieve this result rises to the level of a discovery.
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Can we make sense of the light-WIMP situation?�
CoGeNT uncertainties (e.g., surface event rejection next to threshold)�

Spectral and modulation analysis in CoGeNT seem to point to a similar WIMP mass & coupling, �
BUT then modulated amplitude is definitely not what you would expect from a vanilla halo (way too large). �

PRELIMINARY (work in progress)�
A BIT OF BACKGROUND



Are DAMA, CoGeNT and CRESST in agreement, or not at all?�
•  Including surface event contamination 
next to threshold brings spectral and 
modulation CoGeNT analyses in close 
agreement at ~10-15 GeV.�

•  However, QNa~0.4 seems extremely 
unlikely after UC measurement, 
regardless of theoretical prejudice (see 
arXiv:1007.1005). �

•  … and the modulation observed by 
CoGeNT would be order-of-magnitude 
larger than expected from a standard 
Maxwellian halo. �~CRESST �

Ring Around the Rosie…�

CoGeNT �

DAMA �



•NB: Existing detectors are designed to find light WIMPs by 
accident

•NB: That is not the fault of light WIMPs



THE THEORIST BAG OF TRICKS
Appeal to 

astrophysics

Light WIMPs 
sample the tail 

of velocity 
distributions

Appeal to 
particle physics

Why should a 
light WIMP act 

like a 
neutralino?



The model builder’s last refuge...



Figure 2: Velocity distribution functions: the left panels are in the host halo’s restframe, the
right panels in the restframe of the Earth on June 2nd, the peak of the Earth’s velocity relative
to Galactic DM halo. The solid red line is the distribution for all particles in a 1 kpc wide shell
centered at 8.5 kpc, the light and dark green shaded regions denote the 68% scatter around the
median and the minimum and maximum values over the 100 sample spheres, and the dotted line
represents the best-fitting Maxwell-Boltzmann distribution.

are independent of location and persistent in time and hence reflect the detailed assembly
history of the host halo, rather than individual streams or subhalos. The extrema of the
sub-sample distributions, however, exhibit numerous distinctive narrow spikes at certain
velocities, and these are due to just such discrete structures. Note that although only
a small fraction of sample spheres exhibits such spikes, they are clearly present in some
spheres in all three simulations. The Galilean transform into the Earth’s rest frame washes
out most of the broad bumps, but the spikes remain visible, especially in the high veloc-
ity tails, where they can profoundly a�ect the scattering rates for inelastic and light DM
models (see Section 4).

– 6 –

MB generally good near the peak, generally not near the tail

Kuhlen, et al
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FIG. 2: Speed distribution of the dark matter debris. The
black line is the distribution of all VL2 particles in a shell from
r = 5–15 kpc. The dotted lines are the distributions for debris
particles located 30–45 (green), 15–30 (pink), and 5–15 (blue)
kpc from the Galactic center. The dark blue region is the 1�
spread about the mean for 100 sample spheres with radius 5
kpc centered at r = 10 kpc. The light blue region shows the
maximum and minimum for the same sample spheres.

distances. From 7.5–9.5 kpc, the debris makes up about
1.7% of the halo. The fractional contribution of debris in
this radial shell increases to about 4.4% for particles with
Earth-frame speeds greater than 500 km/s (in June).

To determine the local variation in the debris flow den-
sity, we find the relative density in a hundred sample
spheres with radius 0.5 kpc centered at 8.5 kpc. The
dark blue bar in Fig. 1 shows the 1� spread and the light
blue extends over the total range of sampled densities.
Part of this variation is due to the fact that the sam-
ples are taken in a spherical shell, but the VL2 halo is
prolate [28].

To characterize local deviations in the debris’ speed
behavior, we sample the speed distributions for a hun-
dred spheres centered at r = 10 kpc with 5 kpc radius.
The dark blue region in Fig. 2 is the 1� spread in the dis-
tributions over these samples, and the light blue region
shows the minimum and maximum value found in each
speed bin. The spread in the debris’ speed distribution
has some localized peaks, but its overall shape remains
remarkably consistent over the entire spherical shell.

In summary, a subcomponent of the local Milky Way
halo is characterized by dark matter tidal debris with
unique speed behavior, but no local spatial structure. We
introduce the term “debris flow” for this class of spatially-
homogeneous velocity substructure. Debris flows

• consist of overlapping sheets, streams, plumes and
shells created by dark matter tidally stripped from
infalling subhalos.

• have a spatial distribution indistinguishable from
the background halo.

• have a peaked speed distribution and unique radial
and tangential velocity behavior, as determined by
the orbital properties of the subhalo progenitors.

The debris in VL2 that was originally bound in subhalos
at the time of reionization now constitutes approximately
a few percent of the local density, and has speeds peaked
⇠ 340 km/s in the solar neighborhood.
The debris flows described in this Letter serve as one

of the first examples of spatially-homogeneous velocity
substructure in the Milky Way halo, and should be stud-
ied in di↵erent simulations. For example, the fractional
density of the debris depends on the number of subhalos
resolved by VL2 and will vary between simulations with
di↵erent resolutions and initial conditions. Despite these
variations, the debris flow should be generic to similar
high-resolution Milky Way simulations like GHalo [32]
and Aquarius [22, 33], whose subhalo concentrations are
in good agreement with VL2 [28]. The properties of the
debris flow will also be a↵ected by the inclusion of the
Galactic disc. VL2 does not include baryonic physics,
which will increase the internal velocities of the orbiting
satellites, as well as the energies of the debris particles.
It is important to remember the selection bias in the

subhalos considered in this work. In particular, the parti-
cles labeled as “debris” originate from subhalos that still
exist in the present epoch and are bound to the Milky
Way. The debris does not include particles stripped from
subhalos that either pass through the Milky Way or are
completely destroyed during infall. In addition, we do not
consider particles that were bound at redshifts other than
zre = 9. Debris from this redshift provides a good start-
ing point for understanding debris flows because of its
relevance for star surveys, as well as direct detection ex-
periments. However, contributions from other redshifts
should increase the relative density of dark matter debris
and is explored in follow-up work [27].
The presence of debris flows can be experimentally

verified in several di↵erent ways. One possibility is to
look for an imprint of the flow in the local stellar dis-
tribution. Because the time required for momenta ex-
change between stars is much longer than the age of the
Galaxy, the kinematics of old stars encode information
about their origin. Stars that are tidally-stripped from
subhalos “trace out” the paths of their dark matter coun-
terparts [9]. These stars are some of the oldest and most
metal-poor in the Milky Way because they originate from
subhalos with ine�cient star formation after reionization.
Simulations of dark matter and baryonic evolution have
followed the accretion of satellites in simple galactic mod-
els and have found evidence for a rich morphology of
structure in the stellar halo [34]. The specific evidence
for debris flow would be metal-poor stars that exhibit dis-
tinct velocity behavior, but no distinct spatial features,
over large areas of the sky.
There is accumulating experimental evidence for sub-

structure from surveys that study both the photometric
and spectroscopic properties of stars over large fields of
view. One of the most dramatic examples is the discov-

Debris flows modify w/o streams

Lisanti+Spergel; Kuhlen, Lisanti + Spergel
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II. VELOCITY RANGES AND ASTROPHYSICS-INDEPENDENT SCATTERING RATES

In general the di�erential rate at a direct detection experiment, for elastically scattering DM, is given by,

dR

dER
=

NTMT ⇥

2m⇥µ2
⇤(ER) g(vmin) , (1)

where µ is the DM-nucleus reduced mass. The function g(vmin) is related to the integral of the DM velocity distri-
bution, f(v, t), by,

g(vmin) =

⌥ 1

vmin

d3v
f(v, t)

v
. (2)

There is a minimum speed that the DM must have in order to deposit recoil energy ER in the detector. For elastically
scattering WIMPs this minimum velocity is

vmin =

�
MTER

2µ2
. (3)

This simple relationship allows us to compare results from di�erent direct detection experiments without making
an assumption about the distribution of DM velocities in galaxy’s halo, provided one can relate the scattering cross
sections at the various experiments. In the standard cases of SI or SD DM the nuclear scattering cross section can be
related to the nucleonic (in this case the proton) cross section as

⇤SI(ER) = ⇤p
µ2

µ2
n⇥

(fp Z + fn (A� Z))2

f2
p

F 2(ER) (4)

⇤SD(ER) =
⇤p

2J + 1

µ2

µ2
n⇥

�
a2p Spp(ER) + ap anSpn(ER) + a2nSnn(ER)

⇥2

a2p
, (5)

allowing comparison of di�erent experiments, we have defined µn⇥ as the DM-nucleon reduced mass. We first discuss
the case where it is possible to estimate backgrounds and extract a reliable spectrum for the DM signal from the
experimental data, the situation where only total rate and not di�erential rate is available will be discussed below.

Let us suppose we have two experiments to compare, with targets N1,2 with masses M1,2 which take data over
energy ranges [Ei,low, Ei,high]. These energy ranges correspond to velocity ranges [vi,low, vi,high], using (3).

This brings to the central point of our e�orts: to make a comparison between two experiments one must first
determine whether the velocity space probed by the two experiments overlaps. As a matter of practical course, a
given experiment has a lower energy threshold Emin, which can be translated into a lower bound on the velocity
range. If experiment 1 has data for the di�erential rate of DM scattering in their experiment, dR1/dER at energies

E(1)
i this can be used to predict a rate at energy E(2)

i at experiment 2, dR2/dER.
We can invert equation 1 to solve for g(v) over the velocity range [v1,low, v1,high]

g(v) =
2m⇥µ2

NTMT ⇥⇤(ER)

dR1

dE1
(6)

This then allows us to explicitly state the expected rate for experiment two, but restricted to the energy range
[E2,low, E2,high] dictated by the appropriate velocity range. would it be useful to rewrite NT MT factors
as mass fractions?

dR2

dER
(E2) =
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T N (2)

T µ2
1
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⌃
. (7)

Equations (6) and (7) are the central results of this paper. They make no astrophysical assumptions, but only rely
upon the assumption that an actual signal has been observed.

We now focus on the SI case, since there are a greater number of experiments probing this scenario, but the analysis
for SD is similar, in this case we can use (5) to rewrite (7) in a simple form
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, (8)
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FIG. 2: The extracted CoGeNT signal (left and bottom axes) and the rate it is mapped to on a

Xenon target (top and right axes) for m
�

= 10GeV (rescaled by form factors at the corresponding
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Xe

(EXe
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), F 2
Ge
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) ⇠ 1). The dashed line is the lower bound on the rate at low energies,

using the monotonically falling nature of g(v
min

).

discussion in [41]), and thus the value at the low end of this range is a lower bound for

lower values of v. This is not especially relevant for our analysis here, but would be likely

relevant in situations where the other experiments could probe lower energies as well.

Since we will compare this with the XENON10 experiment, we choose f
p

= 1 and f
n

= 0,

which is motivated from light mediators mixing with the photon, since it will give the most

lenient bounds. Using (11) we can map the CoGeNT signal onto a Xenon target, and study

the signal that would arise at XENON10. We show this in figure 2.

What is remarkable about this figure is that – once the CoGeNT signal is specified – the

expected rate on a Xenon target is completely unambiguous (and similarly on any other

target). This involves no assumptions about the halo escape velocity, velocity dispersion, or

even the assumption that the velocity distribution is Maxwellian, but requires only an input

of the WIMP mass.

After taking into account exposure and the detector e�ciencies (MIN, MED and MAX

cases described above) we can predict the total number of events predicted by the CoGeNT

13
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Make a limit on g(v)

What if your experiment

a) doesn’t probe the same vmin space?

b) doesn’t see anything?



limiting g(v)
4

threshold in the active LXe veto, the overall prediction
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�0.11) single scatter NRs in the 100.9 days data
sample before a S2/S1-cut, in the energy region of in-
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FIG. 3: Observed event distribution using the discrimina-
tion parameter log10(S2b/S1), flattened by subtracting the
ER band mean, as a function of NR equivalent energy (keVnr).
All quality cuts, including those defined after unblinding, are
used. Gray points indicate the NR distribution as measured
with an 241AmBe neutron source. The WIMP search region is
defined by the energy window 8.4�44.6 keVnr (4�30PE) and
the lower bound of the software threshold S2 > 300PE (blue
dashed). The optimum interval analysis additionally uses the
99.75% rejection line from above and the 3� contour of the
NR distribution from below (green dotted). Three events fall
into this WIMP search region (red circles), with (1.8 ± 0.6)
events expected from background.

The normalized ER band, obtained by subtracting its
mean as inferred from 60Co calibration data, is well
described by a Gaussian distribution in log10(S2b/S1)
space. Gaussian leakage, dominated by the 85Kr back-
ground, is predicted from the number of background
events outside the blinded WIMP search region, taking
into account the blinding cut e�ciency and the ER re-
jection level. It is (1.14± 0.48) events in the benchmark
WIMP search region, where the error is dominated by the
statistical uncertainty in the definition of the discrimina-
tion line. Non-Gaussian (anomalous) leakage can be due
to double-scatter gamma events with one interaction in a
charge insensitive region, e.g. below the cathode, and one
in the active target volume. Such events have a lower ef-
fective S2/S1 ratio, since only one interaction contributes
to the S2, but both to the S1. Their contribution has
been estimated using 60Co calibration data, taking into
account the di↵erent exposure compared to background
data, and accounting for the fact that the background of
this data set is dominated by 85Kr which �-decays and
does not contribute to such event topologies. The spatial
distribution of leakage events for background and calibra-
tion data is similar within 10%. This is verified by Monte

Carlo simulations and by data, selecting potential leak-
age candidates by their S1 PMT hit pattern. Anomalous
leakage is estimated to give (0.56+0.21

�0.27) events, where the
uncertainty takes into account the di↵erence in the back-
ground and calibration distributions, and that the leak-
age might be overestimated because of the uncertainty
in the 85Kr concentration. In summary, the total back-
ground prediction in the WIMP search region for 99.75%
ER rejection, 100.9 days of exposure and 48 kg fiducial
mass is (1.8± 0.6) events. This expectation was verified
by unblinding the high energy sideband from 30�130PE
before unblinding the WIMP search region. The Pro-
file Likelihood analysis employs the same data and back-
ground assumptions to obtain the prediction for Gaus-
sian, non-Gaussian and neutron background for every
point in the log10(S2b/S1) parameter space.
After unblinding the pre-defined WIMP search region,

a population of events was observed that passed the S1
coincidence requirement only because of correlated elec-
tronic noise that is picked up from an external 100 kHz
source, as verified by inspection of the digitized PMT sig-
nals. These events are mostly found below the S1 analysis
threshold, with 3 events from this population leaking into
the WIMP search region close to the 4 PE lower bound.
This population can be identified and rejected with a cut
on the S1 PMT coincidence level, that takes into account
correlated pick-up noise, and by cutting on the width
of the S1 candidate. These post-unblinding cuts have a
combined acceptance of 99.75% for NRs while removing
the entire population of noise events.
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FIG. 4: Distribution of all events (gray dots) and events be-
low the 99.75% rejection line (black dots) in the TPC observed
in the 8.4 � 44.6 keVnr energy range during 100.9 live days.
All cuts are used here, including the ones introduced post-
unblinding to remove a population due to electronic noise.
The 48 kg fiducial volume (dashed, blue) and the TPC di-
mensions (gray) are also indicated.

With these additional cuts, 3 events pass all quality cri-
teria for single-scatter NRs and fall in the WIMP search
region, see Fig. 3. This observation remains unchanged

Note: g(v) is monotonic!

2

II. VELOCITY RANGES AND ASTROPHYSICS-INDEPENDENT SCATTERING RATES

In general the di�erential rate at a direct detection experiment, for elastically scattering DM, is given by,

dR

dER
=

NTMT ⇥

2m⇥µ2
⇤(ER) g(vmin) , (1)

where µ is the DM-nucleus reduced mass. The function g(vmin) is related to the integral of the DM velocity distri-
bution, f(v, t), by,

g(vmin) =

⌥ 1

vmin

d3v
f(v, t)

v
. (2)

There is a minimum speed that the DM must have in order to deposit recoil energy ER in the detector. For elastically
scattering WIMPs this minimum velocity is

vmin =

�
MTER

2µ2
. (3)

This simple relationship allows us to compare results from di�erent direct detection experiments without making
an assumption about the distribution of DM velocities in galaxy’s halo, provided one can relate the scattering cross
sections at the various experiments. In the standard cases of SI or SD DM the nuclear scattering cross section can be
related to the nucleonic (in this case the proton) cross section as

⇤SI(ER) = ⇤p
µ2

µ2
n⇥

(fp Z + fn (A� Z))2

f2
p

F 2(ER) (4)

⇤SD(ER) =
⇤p

2J + 1

µ2

µ2
n⇥

�
a2p Spp(ER) + ap anSpn(ER) + a2nSnn(ER)

⇥2

a2p
, (5)

allowing comparison of di�erent experiments, we have defined µn⇥ as the DM-nucleon reduced mass. We first discuss
the case where it is possible to estimate backgrounds and extract a reliable spectrum for the DM signal from the
experimental data, the situation where only total rate and not di�erential rate is available will be discussed below.

Let us suppose we have two experiments to compare, with targets N1,2 with masses M1,2 which take data over
energy ranges [Ei,low, Ei,high]. These energy ranges correspond to velocity ranges [vi,low, vi,high], using (3).

This brings to the central point of our e�orts: to make a comparison between two experiments one must first
determine whether the velocity space probed by the two experiments overlaps. As a matter of practical course, a
given experiment has a lower energy threshold Emin, which can be translated into a lower bound on the velocity
range. If experiment 1 has data for the di�erential rate of DM scattering in their experiment, dR1/dER at energies

E(1)
i this can be used to predict a rate at energy E(2)

i at experiment 2, dR2/dER.
We can invert equation 1 to solve for g(v) over the velocity range [v1,low, v1,high]

g(v) =
2m⇥µ2

NTMT ⇥⇤(ER)

dR1

dE1
(6)

This then allows us to explicitly state the expected rate for experiment two, but restricted to the energy range
[E2,low, E2,high] dictated by the appropriate velocity range. would it be useful to rewrite NT MT factors
as mass fractions?

dR2

dER
(E2) =

M (2)
T N (2)

T µ2
1

M (1)
T N (1)

T µ2
2

⇤2(E2)

⇤1

⇤
µ2
1 M(2)

T

µ2
2M

(1)
T

E2

⌅ dR1

dER

⇧
µ2
1 M

(2)
T

µ2
2 M

(1)
T

E2

⌃
. (7)

Equations (6) and (7) are the central results of this paper. They make no astrophysical assumptions, but only rely
upon the assumption that an actual signal has been observed.

We now focus on the SI case, since there are a greater number of experiments probing this scenario, but the analysis
for SD is similar, in this case we can use (5) to rewrite (7) in a simple form

dR2

dER
(E2) =

C(2)
T

C(1)
T

F 2
2 (E2)

F 2
1

⇤
µ2
1 M(2)

T

µ2
2M

(1)
T

E2

⌅ dR1

dER

⇧
µ2
1 M

(2)
T

µ2
2 M

(1)
T

E2

⌃
, (8)
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at high E
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limiting g(v)

Most conservative assumption is theta function 

For positive results the comparison can be made at the spectrum level through the appli-

cation of (10). This is most easily done in the situation that the statistics are large enough,

and backgrounds low enough, that a meaningful rate dR/dE
R

can be extracted. Then, using

(10), a direct measurement of g(v) can be given. In situations where rates are too low to

simply read o↵ g(v), alternative techniques would be needed. The simplest would just be

to take a large enough bin in v such that statistics are adequate, but more sophisticated

approaches, utilizing the monotonicity of g(v) would also be possible. We leave such studies

for future work.

If an experiment does not see a su�cient number of signal events to claim discovery, then

it is likely that one will wish instead to place a constraint on the properties of dark matter.

In general, one should first ascertain the bound on the parameterized WIMP cross section at

the confidence level required. This can be simply done, using whatever confidence estimator

is already used for astrophysics-dependent � �m
�

plots.

Suppose that one wishes to employ some confidence estimator C(dR/dE
R

(m
�

)) to place

limits, where dR/dE
R

(m
�

) is the expected recoil spectrum for some �0, i.e., (1). This

estimator may simply be using Poisson statistics, evaluating the integral of the spectrum,

or using more advanced techniques that use spectral information as well, such as those

of Yellin [56]. For a given value of m
�

, for instance, one varies other parameters until

one achieves, e.g., C = 0.1 allowing one to claim a 90% exclusion for those parameters.

Assuming that such an analysis has already been performed for explicit halo models, it is

straightforward to place a bound on ⇢�g(v
min

)/m
�

, for a particular choice of DM mass, in

the general astrophysics case.

For standard � �m
�

plots, g(v) is fixed, for instance a Maxwellian distribution, with a

fixed v0 and v
esc

. The only free parameters in dR/dE
R

(m
�

) are then m
�

and �0 (in the SI

case), or a
p

and a
n

(in the SD case). In our case, since we do not want to use a Maxwellian

g(v), we have an additional free parameter.

Since g(v) is a monotonically decreasing function an upper bound on its value at some

velocity v1, g(v1)  g1, also applies to all lower velocities. Thus, the most conservative form

that the upper bound on g(v) can take is that of a step function

g(v; v1) = g1⇥(v1 � v) . (A1)

Physically, this would correspond to stream in f(v) with velocity v1.
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Using this, (1) becomes

dR

dE
R

=
N

T

M
T

⇢

2m
�

µ2
�(E

R

) g1⇥(v1 � v
min

(E
R

)) . (A2)

For a given WIMP mass m
�

, the overall scaling is now proportional to e.g., ⇢�g1/m�

in

the SI case, rather than simply ⇢�/m
�

as in the standard case where g is specified. For a

given v1, one can then place a limit on this combination using the existing estimator.

In short: to calculate the appropriate limits on g(v), one should use whatever technique

one was intending to use for the standard analysis, but now replace the Maxwellian g(v)

with the step function form. For any given m
�

, one places a limit on ⇢�g1/m�

as one would

have on ⇢�/m
�

, or, � for fixed ⇢ and m
�

, precisely as before.

[1] E. Behnke et al. (COUPP), Science 319, 933 (2008), 0804.2886.

[2] G. Angloher et al., Astroparticle Physics 31, 270 (2009), 0809.1829.

[3] V. N. Lebedenko et al., Phys. Rev. D80, 052010 (2009), 0812.1150.

[4] Z. Ahmed et al. (The CDMS-II), Science 327, 1619 (2010), 0912.3592.

[5] V. Sanglard (for the EDELWEISS), J. Phys. Conf. Ser. 203, 012037 (2010), 0912.1196.

[6] R. Bernabei et al., Eur. Phys. J. C67, 39 (2010), 1002.1028.

[7] C. E. Aalseth et al. (CoGeNT) (2010), 1002.4703.

[8] E. Aprile et al. (XENON100), Phys. Rev. Lett. 105, 131302 (2010), 1005.0380.

[9] M.-C. Piro (on behalf of the PICASSO) (2010), 1005.5455.

[10] G. Jungman, M. Kamionkowski, and K. Griest, Phys. Rept. 267, 195 (1996), hep-ph/9506380.

[11] B. Feldstein, A. L. Fitzpatrick, and E. Katz, JCAP 1001, 020 (2010), 0908.2991.

[12] S. Chang, A. Pierce, and N. Weiner, JCAP 1001, 006 (2010), 0908.3192.

[13] D. Tucker-Smith and N. Weiner, Phys. Rev. D64, 043502 (2001), hep-ph/0101138.

[14] D. Tucker-Smith and N. Weiner, Phys. Rev. D72, 063509 (2005), hep-ph/0402065.

[15] J. Bagnasco, M. Dine, and S. D. Thomas, Phys. Lett. B320, 99 (1994), hep-ph/9310290.

[16] M. Pospelov and T. ter Veldhuis, Phys. Lett. B480, 181 (2000), hep-ph/0003010.

[17] K. Sigurdson, M. Doran, A. Kurylov, R. R. Caldwell, and M. Kamionkowski, Phys. Rev. D70,

083501 (2004), astro-ph/0406355.

[18] V. Barger, W.-Y. Keung, and D. Marfatia (2010), 1007.4345.

23

i.e., do not assume velocity extends to known but 
exponentially suppressed values at high velocity



constraining g(v)

200 400 600 800 1000
10-28

10-27

10-26

10-25

10-24

10-23

10-22

v @kmêsD

r
s
p

m
c

gHvL
@day

-
1 D

mc = 10 GeV

FIG. 7: A comparison of measurements and constraints of the astrophysical observable g(v) [see

relevant expressions in (1),(2),(8)] for m
�

= 10 GeV: CoGeNT (blue), CDMS-Si (red, solid),

CDMS-Ge (green, dot-dashed), XENON10 - MIN L
eff

(purple, dashed), and XENON10 - MED

L
eff

(gray, dotted). CoGeNT values assume the events arise from elastically scattering dark

matter, while for other experiments, regions above and to the right of the lines are excluded at

90% confidence. The jagged features of the CDMS-Ge curve arise from the presence of the two

detected events.

how one quantifies a constraint. However, one can exploit the fact that g is a monotonically

decreasing function, so for our constraints, we simply assume that g(v) is constant below

v, and assume a Poisson limit on the integral of (8) from the experimental threshold to v.

However, other techniques could also be used, see the Appendix for more details.

This approach with a g � v plot has numerous advantages over the traditional m
�

� �

plots. It makes manifest what the relationships between the di↵erent experiments are in

terms of what v
min

-space is probed, and shows (for a given mass) whether tensions exist.

Moreover, the quantity g(v) is extremely tightly linked to the data, with only a rescaling

by form factor as in (8). Thus, unlike m
�

� � plots, which have a tremendous amount of

processing in them, this provides a direct comparison of experimental results on the same
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IN THE PRESENT CONTEXT
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Figure 2. The CDMS-Si and XENON10/100 results translated into vmin-space. The upper panels
show the case m� = 9 GeV for two choices of binning. In the left (right) panel the bin width is 2 keV
(3 keV). The choice of binning does not alter our conclusions. For all the cases considered, the region
of vmin-space probed by CDMS-Si is constrained by XENON10/100.

3 Analysing the experiments in vmin-space

We have seen that many parameters need to be specified before a theoretical prediction for
the number of scattering events in a direct detection experiment can be compared with the
observed number. While a parameter such as the local DM density a↵ects all experiments
in the same way, other parameters can change the number of events in one experiment
while having no impact on another experiment. A useful technique to gain insight into this
involves mapping the experimental result into v

min

-space [35]. If experiments probe di↵erent
regions of this space, they will be a↵ected di↵erently by varying parameters such as the local
escape velocity v

esc

; conversely, if experiments probe the same region of v
min

-space, then
modifying such parameters cannot improve agreement between the experiments. We first
apply this technique in the usual way to astrophysical parameters, before applying it also to
momentum-dependent interactions. Our discussion and notation closely follow [36].

3.1 Varying astrophysical parameters

After substituting the usual parameterisation of the cross-section for spin-independent scat-
tering from Eq. (2.5) into Eq. (2.1), we see that direct detection experiments do not di-

– 6 –
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Figure 1. CDMS-II-Si events (crosses), interpreted as a measurement of the unmodulated WIMP
rate ⌘

0

, compared to the most stringent upper bounds on ⌘
0

, for WIMPs with mass m = 9 GeV/c2,
spin-independent interactions with nuclei, and (left) isospin-conserving fn/fp = 1 or (right) isospin-
violating fn/fp = �0.7 couplings. For the isospin-conserving couplings, there is tension between the
CDMS-II-Si events and the XENON100 limits, and a detailed statistical analysis would be necessary
to quantify their degree of compatibility. For isospin-violating couplings, the CDMS-II-Si events are
compatible with all bounds (and the most stringent bound between 400 and 800 km/s in v

min

is from
the CDMS-II-Si data themselves).

XENON10. We take the data from Ref. [12] and compute an upper limit following the
procedure in Ref. [20]. The exposure is 1.2 kg ⇥12.5 days. We consider the 32 events within
the 1.4 keV-10 keV acceptance box in the Phys. Rev. Lett. article (not the arXiv preprint).

SIMPLE. We consider only the Stage 2 [16], a C
2

ClF
5

detector with an exposure of
6.71 kg days, one observed event above 8 keV, and an expected background of 2.2 ± 0.30
events. We use the Feldman-Cousins method [30] to place an upper limit of 3.16 expected
signal events for a 2.2 expected background and 1 observed event, at the 95% confidence
level.

CRESST-II.We take the histogram of events in Fig. 11 of Ref. [9]. The electromagnetic
background is modeled as one e/� event in the first energy bin of each module. The exposure
is 730 kg days. We assume a maximum WIMP velocity in the Galaxy such that W recoils
can be neglected. A light WIMP will scatter however on both Ca and O, thus complicating
the issue of associating to any range in detected energy [E0

1

, E0
2

] a range in v
min

since the
correspondence depends on the target mass. To do this, we follow the procedure described
in Ref. [20].

4 Results

Figs. 1 to 5 show our results for a WIMP with spin-independent interactions and either
isospin-conserving couplings (fn/fp = 1) or isospin-violating couplings (fn/fp = �0.7). In
all the figures, the vertical axis shows the quantity ⌘̃c2, which has units of inverse days.
Despite these units, ⌘̃c2 is not the number of WIMPs impinging on the detector per day.
Notice that ⌘ in the label of the vertical axis stands for either ⌘

0

or ⌘
1

depending on the
experiment. In many cases we plot measurements or bounds for both the unmodulated, ⌘

0

,
and modulated, ⌘

1

, parts of ⌘ in the same figure to be able to compare them. In all realistic
cases one should have ⌘

1

su�ciently smaller than ⌘
0

.

– 5 –
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Figure 2. The CDMS-Si and XENON10/100 results translated into vmin-space. The upper panels
show the case m� = 9 GeV for two choices of binning. In the left (right) panel the bin width is 2 keV
(3 keV). The choice of binning does not alter our conclusions. For all the cases considered, the region
of vmin-space probed by CDMS-Si is constrained by XENON10/100.

3 Analysing the experiments in vmin-space

We have seen that many parameters need to be specified before a theoretical prediction for
the number of scattering events in a direct detection experiment can be compared with the
observed number. While a parameter such as the local DM density a↵ects all experiments
in the same way, other parameters can change the number of events in one experiment
while having no impact on another experiment. A useful technique to gain insight into this
involves mapping the experimental result into v

min

-space [35]. If experiments probe di↵erent
regions of this space, they will be a↵ected di↵erently by varying parameters such as the local
escape velocity v

esc

; conversely, if experiments probe the same region of v
min

-space, then
modifying such parameters cannot improve agreement between the experiments. We first
apply this technique in the usual way to astrophysical parameters, before applying it also to
momentum-dependent interactions. Our discussion and notation closely follow [36].

3.1 Varying astrophysical parameters

After substituting the usual parameterisation of the cross-section for spin-independent scat-
tering from Eq. (2.5) into Eq. (2.1), we see that direct detection experiments do not di-
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Figure 1. CDMS-II-Si events (crosses), interpreted as a measurement of the unmodulated WIMP
rate ⌘

0

, compared to the most stringent upper bounds on ⌘
0

, for WIMPs with mass m = 9 GeV/c2,
spin-independent interactions with nuclei, and (left) isospin-conserving fn/fp = 1 or (right) isospin-
violating fn/fp = �0.7 couplings. For the isospin-conserving couplings, there is tension between the
CDMS-II-Si events and the XENON100 limits, and a detailed statistical analysis would be necessary
to quantify their degree of compatibility. For isospin-violating couplings, the CDMS-II-Si events are
compatible with all bounds (and the most stringent bound between 400 and 800 km/s in v

min

is from
the CDMS-II-Si data themselves).

XENON10. We take the data from Ref. [12] and compute an upper limit following the
procedure in Ref. [20]. The exposure is 1.2 kg ⇥12.5 days. We consider the 32 events within
the 1.4 keV-10 keV acceptance box in the Phys. Rev. Lett. article (not the arXiv preprint).

SIMPLE. We consider only the Stage 2 [16], a C
2

ClF
5

detector with an exposure of
6.71 kg days, one observed event above 8 keV, and an expected background of 2.2 ± 0.30
events. We use the Feldman-Cousins method [30] to place an upper limit of 3.16 expected
signal events for a 2.2 expected background and 1 observed event, at the 95% confidence
level.

CRESST-II.We take the histogram of events in Fig. 11 of Ref. [9]. The electromagnetic
background is modeled as one e/� event in the first energy bin of each module. The exposure
is 730 kg days. We assume a maximum WIMP velocity in the Galaxy such that W recoils
can be neglected. A light WIMP will scatter however on both Ca and O, thus complicating
the issue of associating to any range in detected energy [E0

1

, E0
2

] a range in v
min

since the
correspondence depends on the target mass. To do this, we follow the procedure described
in Ref. [20].

4 Results

Figs. 1 to 5 show our results for a WIMP with spin-independent interactions and either
isospin-conserving couplings (fn/fp = 1) or isospin-violating couplings (fn/fp = �0.7). In
all the figures, the vertical axis shows the quantity ⌘̃c2, which has units of inverse days.
Despite these units, ⌘̃c2 is not the number of WIMPs impinging on the detector per day.
Notice that ⌘ in the label of the vertical axis stands for either ⌘

0

or ⌘
1

depending on the
experiment. In many cases we plot measurements or bounds for both the unmodulated, ⌘

0

,
and modulated, ⌘

1

, parts of ⌘ in the same figure to be able to compare them. In all realistic
cases one should have ⌘

1

su�ciently smaller than ⌘
0

.

– 5 –
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A FEW THOUGHTS

• want to be quantitative
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FIG. 7: Examples illustrating how dark matter annihilations and astrophysical sources could combine to make up the observed
residual emission surrounding the Galactic Center. In the upper left frame, we show results for a 10 GeV dark matter particle
with an annihilation cross section of �v = 7 ⇥ 10�27 cm3/s and which annihilates only to leptons (e+e�, µ+µ� and ⌧+⌧�,
1/3 of the time to each). In the upper right frame, we show the same case, but with 10% of the annihilations proceeding to
bb̄. In the lower frame, we show results for a 30 GeV dark matter particle annihilating to bb̄ with an annihilation cross section
of �v = 6 ⇥ 10�27 cm3/s. In each case, the annihilation rate is normalized to a halo profile with � = 1.3. The point source
spectrum is taken as the broken power-law shown in Fig. 4, and the Galactic Ridge emission has been extrapolated from the
higher energy spectrum reported by HESS [12], assuming a pion decay origin and a power-law proton spectrum. See text for
details.

these uncertainties in mind, one should consider all an-
nihilation cross sections shown in Fig. 6 and elsewhere in
this paper to be accurate only to within a factor of a few.

Of course, it is also expected that astrophysical sources
will contribute to the Galactic Center’s gamma ray spec-
trum between 300 MeV and 10 GeV. In Fig. 7, we show
three examples in which emission from a central point
source (as shown in Fig. 4), along with emission from the
Galactic Ridge (as extrapolated from the higher energy
HESS emission, assuming a spectral shape that results
from a power-law spectrum of protons) combine with a
contribution from dark matter to generate the observed
residual emission. Note that the lowest energy emission
is largely generated by the central point source (as sug-
gested by the observed morphology) while the highest
energy bin is dominated by emission from the Galactic
Ridge. Only the 300 MeV-10 GeV range is dominated by
dark matter annihilation products.

C. Millisecond Pulsars

A population of gamma ray point sources surround-
ing the Galactic Center could also potentially contribute
to the observed residual emission. Millisecond pulsars,
which are observed to produce spectra that fall o↵ rapidly
above a few GeV, represent such a possibility [5, 17].

Observations of resolved millisecond pulsars by FGST
have found an average spectrum well described by
dN�/dE� / E�1.5

� exp(�E�/2.8GeV) [33]. Similarly, the
46 gamma ray pulsars (millisecond and otherwise) in the
FGST’s first pulsar catalog have a distribution of spec-
tral indices which peaks strongly at � =1.38, with 44
out of 46 of the observed pulsars possessing (central val-
ues of their) spectral indices greater than 1.0 [34] (see
Fig. 8). In contrast, to produce a sizable fraction of the
spatially extended residual emission between 300 MeV
and 10 GeV without exceeding the emission observed be-

17

FIG. 14: Comparisons of the observed gamma-ray spectrum of the low-latitude emission, after subtracting the contribution
from inverse Compton scattering (see Fig. 7) to that predicted from the scattering of cosmic ray protons with gas (upper left),
millisecond pulsars (upper right), and dark matter annihilations (lower). For proton-gas collisions, the solid and dashed lines
denote cosmic ray proton spectra which take the form of a delta function at 25 GeV or a broken power-law following E�2

p below
25 GeV and E�3

p at higher energies, respectively. To accommodate the spectral shape of the observed gamma-ray emission,
the cosmic ray proton spectrum throughout the inner several kiloparces of the Fermi Bubbles must peak very strongly at
approximately 25 GeV. The spectrum shown for pulsars is that corresponding to the average millisecond pulsar observed by
the Fermi collaboration [36, 37]. For annihilating dark matter, we show results for two models: 10 GeV particles annihilating
to tau leptons (dashed) and 50 GeV particles annihilating to bb̄. In each case, we have adopted a generalized NFW profile with
an inner slope of � = 1.2, and normalized the signal to a local density of 0.4 GeV/cm3 and an annihilation cross section of
�v = 2⇥ 10�27 cm3/s (⌧+⌧�) or �v = 8⇥ 10�27 cm3/s (bb̄).

interactions between stars could plausibly be distributed
as steeply as the square of this distribution) [22, 38]. The
binary companions of such pulsars could also act as a
tether, explaining why they do not free-stream out of the
Galactic Center as a result of velocity kicks. Further-
more, millisecond pulsars are spun up through accretion,
and can thus produce high luminosities of gamma-ray
emission over much longer timescales than other types of
pulsars.

Unfortunately, relatively little is known about the
gamma-ray spectrum of millisecond pulsars. Fermi has
reported spectra from only eight millisecond pulsars,
which together yield an average spectrum that is well fit
by dN�/dE� / E�1.5

� exp(�E�/2.8GeV) [36, 37]. In the
right frame of Fig. 14, we show this spectral shape (with

arbitrary normalization) compared to the observed emis-
sion from the low-latitude Bubbles. This does not pro-
vide a good fit, especially at low energies (although this is
also where the potential systematic errors are most signif-
icant). One could imagine, however, that the eight mil-
lisecond pulsars reported by Fermi may not be represen-
tative, perhaps being biased toward the brightest or most
locally common examples of such objects. To address this
issue, it has been suggested that the gamma-ray spectra
of globular clusters (which are thought to contain large
numbers of millisecond pulsars) could provide a more re-
liable determination of the average spectrum from mil-
lisecond pulsars [23]. At present, however, the error bars
on the gamma-ray spectra of globular clusters are quite
large, and (on average) do not appear to favor a much

Hooper and Linden Hooper and Slatyer

A 10 GeV WIMP works in the GC, but 
does a ~10 GeV WIMP?
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tance regions of all detectors coincide.

After unblinding, extensive checks of the three candi-
date events revealed no data quality or analysis issues
that would invalidate them as WIMP candidates. The
signal-to-noise on the ionization channel for the three
events (ordered in increasing recoil energy) was measured
to be 6.7�, 4.9�, and 5.1�, while the charge threshold
had been set at 4.5� from the noise. A study on pos-
sible leakage into the signal band due to 206Pb recoils
from 210Po decays found the expected leakage to be neg-
ligible with an upper limit of < 0.08 events at the 90%
confidence level. The energy distribution of the 206Pb
background was constructed using events in which a co-
incident ↵ was detected in a detector adjacent to one
of the 8 Si detectors used in this analysis. Further-
more, as in the Ge analysis, we developed a Bayesian
estimate of the rate of misidentified surface events based
upon the performance of the phonon timing cut mea-
sured using events near the WIMP-search signal region
[22]. Classical confidence intervals provided similar esti-
mates [23]. Multiple-scatter events below the electron-
recoil ionization-yield region from both 133Ba calibration
andWIMP-search data were used as inputs to this model.
The final model predicts an updated surface-event leak-
age estimate of 0.41+0.20

�0.08(stat.)
+0.28
�0.24(syst.) misidentified

surface events in the eight Si detectors.

This result constrains the available parameter space
of WIMP dark matter models. We compute upper lim-
its on the WIMP-nucleon scattering cross section using
Yellin’s optimum interval method [24]. We assume a
WIMP mass density of 0.3 GeV/c2/cm3, a most probable
WIMP velocity with respect to the galaxy of 220 km/s,
a mean circular velocity of Earth with respect to the
galactic center of 232 km/s, a galactic escape velocity of
544 km/s [25], and the Helm form factor [26]. Fig. 4
shows the derived upper limits on the spin-independent
WIMP-nucleon scattering cross section at the 90% con-
fidence level (C.L.) from this analysis and a selection of
other recent results. The present data set an upper limit
of 2.4⇥ 10�41 cm2 for a WIMP of mass 10 GeV/c2. We
are completing the calibration of the nuclear recoil energy
scale using the Si-neutron elastic scattering resonant fea-
ture in the 252Cf exposures. This study indicates that our
reconstructed energy may be 10% lower than the true re-
coil energy, which would weaken the upper limit slightly.
Below 20 GeV/c2 the change is well approximated by
shifting the limits parallel to the mass axis by ⇠ 7%. In
addition, neutron calibration multiple scattering e↵ects
improve the response to WIMPs by shifting the upper
limit down parallel to the cross-section axis by ⇠ 5%.

A model of our known backgrounds, including both
energy and expected rate distributions, was constructed
for each detector and experimental run for each of the
three backgrounds considered: surface electron recoils,
neutron backgrounds, and 206Pb recoils. Simulations of
our background model yield a 5.4% probability of a sta-
tistical fluctuation producing three or more events in our
signal region.

FIG. 4. Experimental upper limits (90% confidence level) for
the WIMP-nucleon spin-independent cross section as a func-
tion of WIMP mass. We show the limit obtained from the
exposure analyzed in this work alone (black dots), and com-
bined with the CDMS II Si data set reported in [22] (blue solid
line). Also shown are limits from the CDMS II Ge standard
[11] and low-threshold [27] analysis (dark and light dashed
red), XENON10 S2-only [28] (light dash-dotted green), and
XENON100 [29] (dark dash-dotted green). The filled regions
identify possible signal regions associated with data from Co-
GeNT [30] (magenta, 90% C.L., as interpreted by Kelso et
al. including the e↵ect of a residual surface event contam-
ination described in [31]), DAMA/LIBRA [16, 32] (yellow,
99.7% C.L.), and CRESST [18] (brown, 95.45% C.L.) experi-
ments. 68% and 90% C.L. contours for a possible signal from
these data are shown in blue and cyan, respectively. The as-
terisk shows the maximum likelihood point at (8.6 GeV/c2,
1.9⇥ 10�41 cm2).

This model of our known backgrounds was used to in-
vestigate the data in the context of a WIMP+background
hypothesis. We performed a profile likelihood analysis in
which the background rates were treated as nuisance pa-
rameters and the WIMP mass and cross section were
the parameters of interest. The highest likelihood is
found for a WIMP mass of 8.6 GeV/c2 and a WIMP-
nucleon cross section of 1.9⇥10�41 cm2. The goodness-
of-fit test of this WIMP+background hypothesis results
in a p-value of 68%, while the background-only hypoth-
esis fits the data with a p-value of 4.5%. A profile like-
lihood ratio test including the event energies finds that
the data favor the WIMP+background hypothesis over
our background-only hypothesis with a p-value of 0.19%.
Though this result favors a WIMP interpretation over
the known-background-only hypothesis, we do not be-
lieve this result rises to the level of a discovery.

Fig. 4 shows the resulting best-fit region from this
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FIG. 2: Constraints on the mA � tan� plane from B ! ⌧⌫,
B ! D⌧⌫ and � ! ⌧+⌧�. In the case of the B decays, we show
a conservative bound (grey shaded region): the intersection of the 3
sigma allowed regions for both B processes. For � ! ⌧+⌧� (the
irregular red shaded region), the region below the curve is allowed at
2 � by the Tevatron. The B-decay region depends on the squark and
gluino masses due to loop corrections to the b mass, so we show the
region corresponding to ✏0 = +✏max. The region for ✏0 = �✏max

is shown in Fig. 3. The � ! ⌧+⌧� is relatively insensitive to these
corrections. We also show in this plane contours of constant scatter-
ing cross section, assuming the bound on the invisible Z width (3.0
MeV) is saturated and ✏0 = +✏max.

branching fraction and production cross section in opposite di-
rections, even extreme values of |� 0| = � max give rise to small
modifications, ⇠ 5 % , to these curves. Examining these plots,
we can pick out the largest allowed scattering cross section,
� n <⇠ 5 ⇥ 1 0 �42 cm2, below the CoGeNT allowed region.
If the errors are both B experiments are inflated even further
(both experiments taken at 3.1 sigma), a fine-tuned region at
larger t a n � opens. There the charged Higgs contribution is
exactly the right size to (over)cancel the standard model con-
tribution, such that the resulting sum is again the same size as
the standard model one. If this strip were to open, the cross
allowed cross section is approximately a factor of 2 higher,
� n <⇠ 1 ⇥ 1 0 �41 cm2, and the Tevatron constraints on Higgs
production would start to be relevant.

Finally, we comment on the more model-dependent flavor
physics implications. For b ! s �, without cancellation, such
large values of t a n � would require charged Higgs masses
closer to 300 GeV [38]. In principle, there is the possibility of
large canceling contributions. However, this requires a large
contribution from squark/gaugino diagrams (e.g. with light
stops and charginos). Such a delicate cancelation would be
surprising, and might well show up elsewhere depending on
how it were implemented (e.g., non-minimal flavor violation).
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FIG. 3: Constraints on the mA � tan� plane from B ! ⌧⌫,
B ! D⌧⌫ and � ! ⌧+⌧�, and t ! bH+. In the case of the
B decays, we show a conservative bound (grey shaded region): the
intersection of the 3 sigma allowed regions for both B processes. For
� ! ⌧+⌧� (the irregular red shaded region), the region below the
curve is allowed at 2 � by the Tevatron. Since the B-decay region
depends on the squark and gluino masses due to loop corrections to
the b mass, we show lines corresponding to ✏0 = �✏max. The region
for ✏0 = +✏max is shown in Fig. 2. The � ! ⌧+⌧� constraint is
relatively insensitive to these corrections. The green shaded region
indicates the constraint from t ! bH+. We also show in this plane
contours of constant scattering cross section, assuming the bound on
the invisible Z width (3.0 MeV) is saturated and ✏0 = �✏max.

To conclude, acquiring a large scattering cross section in
the MSSM for light WIMPs requires a very particular Higgs
boson spectrum. To achieve the largest possible cross section
consistent with constraints, we require µ very near its bound
at 108 GeV, sbottoms and gluino relatively light (around 350
GeV), a heavy right-handed stop around >⇠ 1 .5 TeV, and small
A-terms. To maximize scattering, the CP even Higgs boson
with t a n � –enhanced couplings should be as light as possi-
ble. At present, bounds from B decays are most constraining.
Depending on the details of the SUSY spectrum, constraints
from the rare decay t ! bH+ could eventually become com-
petitive. We find that for WIMPs in the 5-15 GeV range, the
scattering cross section must be smaller than 5 ⇥ 1 0 �42 cm2.

Thus it appears a MSSM neutralino is in tension with the
data from CoGeNT. To explain the observed rates in these
detectors would require local overdensity in the DM of a
factor of 6 to hit the edge of the window. We leave for future
work a discussion of the effect of a thermal relic history on
the allowed parameter space of the low mass MSSM window,
but it is interesting to note that that region near the CoGeNT
window gives rise to approximately the correct relic density.

We thank Tim Cohen and Dan Phalen for discussions.

2HDM?
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THE BOX OF TRICKS

Inelastic dark matter 
(endothermic)

Inelastic dark matter 
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Momentum dependent
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couplings

Favors heavy targets
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m � ' 1 0 G eV [ 3 6 ] and th erefore do not signifi cantly constrain th e CD M S -S i preferred region.
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Figure 5. Two examples for inelastic scattering. Left: Inelastic interactions with � > 0, which
suppress the scattering rate on light target nuclei. Right: Exothermic interactions with � < 0, which
enhance the scattering rate on light target nuclei. Note the change of scales in these figures.

where � is the mass splitting between incoming and outgoing DM state. If the incoming
DM particle is lighter (� > 0), scattering will be enhanced for heavy targets. However, if
only the heavier state is populated initially (� < 0), lighter targets will be favoured. This
second case, referred to as exothermic DM [53], thus seems a promising option to fully
reconcile CDMS-Si and XENON10/100. We present our results in Fig. 5. As expected,
the XENON10/100 bounds are strengthened for inelastic DM and weakened for exothermic
DM. In fact, a relatively small splitting of � = �50 keV is su�cient to bring CDMS-Si and
XENON10/100 into good agreement.

Another possible route to concordance is based on the observation that the strength of
the XENON10/100 bounds results partially from the factor A2 in the cross-section, following
from the assumption that DM couples equally to protons and neutrons. If DM couples to
protons only (as for anapole interactions), the cross-section will be proportional to Z2, thus
favouring targets with a larger ratio of protons to neutrons. If the coupling to neutrons is
slightly negative, fn/fp < 0, targets with a large fraction of neutrons will su↵er more strongly
from destructive interference between protons and neutrons. Such negative values of fn/fp
can arise e.g. in theories with a light Z 0 that mixes with the SM gauge bosons [54].

To study this possibility, we scan simultaneously over fn/fp, �n and m� and calculate
the likelihood for each set of parameters, using the maximum likelihood method described
in [9]. In particular, we assume that the likelihood for XENON10 and XENON100 for a
given set of parameters are given by L

Xe

= exp(�N
max

), where N
max

is the number of events
expected in the largest interval determined using the maximum gap method. Since we use an
extended maximum likelihood method to fit CDMS-Si, the minimum value of the likelihood
depends on an arbitrary normalisation constant and does not carry physical significance. We
cannot therefore perform a goodness-of-fit analysis for our model, but we can infer confidence
regions for parameter estimation.

The results of this analysis are shown in the left panel of Fig. 6. As expected [54],
the best-fit point corresponds to fn/fp ' �0.7, which strongly suppresses the bounds from
XENON10/100, as shown in the right panel of Fig. 6. Note that in this particular case, the

– 10 –

Frandsen et al



SO WHAT TO THINK?

Optimistic Neal Hater Neal



•We have been finding light WIMPs in each round of 
experiments, the only difference being that the xsec gets lower

• These experiments will always find erroneous light WIMPs 
because unexpected backgrounds show up at the boundaries

•Ouji-board effect causes people to disregard real quantitative 
disagreements
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It is possible to derive self-consistent calibration curves without the model

13

y = log10(S2/S1) ∝ log10(Qy/Leff)

PS, Phys. Rev. D 86 101301(R) (2012)

lets call this set of (solid) curves “case C”

by using a fancy analysis technique known as... algebra!

from P Sorensen MCTP talk
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August 2012

4

PS, Phys. Rev. D 86 101301(R) (2012)

based on a consistent treatment of low-energy 
fluctuations, as described in

using model: case C

JCAP 09 (2010) 033

U. Mich. Light Dark Matter Workshop    15-17 April, 2013P. Sorensen 6

April 2013

“Hey, wow, our two events DO look like light 
dark matter! We must have noticed this on 
our own, no need to cite that P. Sorensen 
paper...”

arXiv:1304.1427 8 GeV



• Consider dark matter at 10 GeV interacting via dark force and 
excited state (i.e., Arkani-Hamed et al, but TeV=>10 GeV)

A SCENARIO



• Consider dark matter at 10 GeV interacting via dark force and 
excited state (i.e., Arkani-Hamed et al, but TeV=>10 GeV)

A SCENARIO

Finkbeiner et al ’09



• Consider dark matter at 10 GeV interacting via dark force and 
excited state (i.e., Arkani-Hamed et al, but TeV=>10 GeV)

A SCENARIO
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Figure 2: On the left is a contour plot for the fractional abundance of the excited state after freeze-out,
plotted against ns/nχ〈σexv〉 (assuming the number of scatterers ns is not exponentially suppressed by
e−δ/T ), and the excitation gap, δ. On the right we assume ns is exponentially suppressed by e−δ/T as
in Fig. 1, but with kinetic decoupling at Tkd = 1 GeV. In both cases the WIMP mass is fixed at 500
GeV.

by

Γνν ≈ Γn

(

αd

α2

)(

εM2
Z

m2
b

)2( |δ|
mn − mp

)5( |δ|
MZ

)4

(2.3)

=
1

3 × 1021 sec

(

δ

MeV

)9
( ε

10−3

)2
,

where mn, mp, MZ , and mb is the mass of the neutron, proton, Z0 vector-boson, and dark

vector-boson, respectively. Γ−1
n is the neutron lifetime, and we have taken the dark gauge

coupling to be αd = 1/137.

A faster decay mode is for the excited state to decay through an off-shell emission of 3

photons. Similar to the Euler-Heisenberg Lagrangian, below the electron mass one generates

a gauge-invariant interaction between the dark gauge-boson and 3 photons,

L ⊃
ε cos θW

90 m4
e

(

bµνFµνFαβFαβ +
4

7
b̃µνF

µν F̃αβFαβ

)

(2.4)

where the tilde denotes the dual field and θW is the Weinberg angle. We estimate the lifetime

by scaling the neutron lifetime and adding an extra 1/16π2 to account for the additional
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phase-space suppression,

Γ3γ ≈ Γn ×
(

ααd

α2
2

)

×
(

θεM2
Z

m2
b

)2

×
(

α3

4π

)

×

(

|δ̃|
mn − mp

)5

×

(

|δ̃|4

90 m4
e

)2

(2.5)

=
θ2

8 × 1019 sec

(

δ̃

300keV

)13
( ε

10−3

)2

where δ̃ is the effective available phase space (which is shared between three photons), and θ

parametrizes any additional suppression present in the coupling beyond that introduced by

the kinetic mixing coefficient, ε. In the models presented below θ can be naturally small in

which case the resulting lifetime is extremely long. The combination θε/m2
b is bounded from

above by direct detection experiments. The precise value depends strongly on the deexcitation

energy δ, but for δ ∼ 100 keV it is θε/m2
b < 10−3/M2

Z (see Fig. 8 below).

If the excitation of the metastable state to the excited state in the GC is to explain the

INTEGRAL signal via the XDM mechanism, the excited state must relax to the ground state

before it traverses a distance larger than ∼ kpc. This places a constraint on its lifetime,

vτ∗ ∼ 1 kpc τ∗ < 1014sec (2.6)

where τ∗ is the excited state’s lifetime and we assumed v ∼ 10−3. The excited state relaxes to

an electron-positron pair via an off-shell dark gauge-boson emission, and its lifetime is almost

identical to that of the neutron,

Γ =
1

τ∗
= Γn ×

(

ααd

α2
2

)

×
(

θεM2
Z

m2
b

)2(
2me

mn − mp

)5

=
θ2

900 sec

( ε

10−3

)2
(2.7)

We again use θ to parametrize any additional suppression in the excited to ground state

transition. Using Eq. (2.6) we can place a lower bound θ ! 10−5 from requiring the transition

to happen within a kpc of the GC. We note that the θ’s utilized in Eqs. (2.5) and (2.7) are

logically disjoint as they pertain to different transitions.

2.3 Other Decay Mechanisms for Excited States

Before proceeding, it is important to consider the viable possibilities for a more rapid decay of

the excited state. Essentially, the appearance of any light states with appreciable couplings to

the WIMPs can lead to rapid decay. A few options are neutrinos (through direct Z-coupling),

axions, or right-handed neutrinos coupled to light states in the dark sector.

A very simple possibility is to consider the presence of some state with hypercharge

(something akin to a Higgsino, for instance), which the dark matter particle mixes with by

an amount ξ. The excited state in this case can decay via an offshell Z boson to νν̄. Even

for ξ <∼ 10−5 and δ ∼ 100 keV, the particle will decay quickly on cosmological timescales.

Another possibility is decays to axions. Although they are not the principle dark matter

candidate in these models, they still serve the important purpose of solving the strong CP
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A SCENARIO

• Annihilation in the inner galaxy

4

FIG. 2: The spectrum of gamma-rays from the Galactic Cen-
ter observed by the Fermi Gamma-Ray Space Telescope (error
bars) [2] compared to that predicted from dark matter annihi-
lations in the model presented here (dot-dashed), along with
the measured emission from the central point source (dashed)
and emission from the Galactic Ridge as extrapolated from
higher energy HESS data (dots). In the upper and lower
frames, we have considered dark gauge bosons with masses
of 1 GeV and 100 MeV, respectively. In each case, we have
fixed the gauge coupling to provide a total annihilation cross
section of �v = 3 ⇥ 10�26 cm3/s, as required to produce the
measured abundance of dark matter in the early universe. We
have adopted a halo profile consistent with the observed mor-
phology of the extended gamma-ray emission, ⇢(r) / r�1.3,
normalized such that the dark matter density in the local
neighborhood is 0.17 GeV/cm3 and 0.35 GeV/cm3 in the up-
per and lower frames, respectively.

Center, as observed using the Fermi Gamma-Ray Space
Telescope [2], for two choices of m�. We have normal-
ized the gamma-ray flux using a gauge coupling which
yields an annihilation cross section of 3 ⇥ 10�26 cm3/s
and have adopted a dark matter distribution consistent
with the observed morphology of the gamma-ray signal
(⇢ / r�1.3, normalized such that the dark matter den-
sity in the local neighborhood is 0.17 GeV/cm3 and 0.35
GeV/cm3 in the upper and lower frames, respectively).
Along with the contribution from dark matter annihila-
tions (dot-dashed), we include the measured spectrum of
the central point source (dashes) [3, 46] and the emis-

sion extrapolated from higher energy observations of the
Galactic Ridge (dotted) [47]. For each of these cases
(m� =100 MeV or 1 GeV), we find that dark matter an-
nihilations can not only accommodate the spectral shape
of the observed signal, and also automatically provide the
approximate annihilation rate required to normalize the
overall flux (once the dark matter distribution is fixed to
the observed morphology of the gamma-ray signal).

The peculiar spectrum of synchrotron emission ob-
served from the Milky Way’s non-thermal radio fila-
ments [8] can also be easily accounted for in this class
of dark matter models. In particular, the significant
branching fraction for � ! e+e� in this model leads
to a spectrum of electrons and positrons that is su�-
ciently hard and which cuts o↵ above mX su�ciently
abruptly to account for the filaments’ observed spectral
characteristics. We also note that when compared to the
case of dark matter particles which annihilate directly to
charged leptons (democratically to each flavor), as con-
sidered in Ref. [8], the class of models being considered
here deposits a larger fraction of the total annihilation
power into electrons and positrons. Quantitatively, for
a value of m� = 1 GeV (100 MeV), the total power in-
jected into electrons and thus into synchrotron emission
is larger than in the democratic lepton benchmark model
by a factor of 1.7 (2.8). This provides a somewhat bet-
ter match to the required normalization of the observed
filaments (see the discussion of filament widths in Sec. 4
of Ref. [8]). Similarly, this increased power into electrons
makes it possible to account for the WMAP Haze with a
somewhat lower magnetic field strength in the inner kilo-
parsecs of the Milky Galaxy (⇠10-15 µG at ⇠1 kpc from
the Galactic Center instead of ⇠20µG that is otherwise
required [1, 9]).

III. ELASTIC SCATTERING

The kinetic mixing between the � and the photon leads
to spin-independent elastic scattering between the dark
matter and protons, with a cross section that is given by:

�Xp =
g22 sin

2 ✓W g2X✏2m2
Xm2

p

⇡m4
�(mX +mp)2

(3)

⇡ 1.6⇥ 10�40 cm2

✓
✏

7⇥ 10�5

◆2✓1GeV

m�

◆4

.

As this cross section is generated through the photon’s
coupling to electric charge, the corresponding cross sec-
tion with neutrons is negligible. With kinetic mixing of
✏ ⇠ 7 ⇥ 10�5 (7 ⇥ 10�7), a 1 GeV (100 MeV) gauge
boson will generate an elastic scattering cross section
compatible with that required by the signals observed by

will this work for everything 
quantitatively? don’t know yet



CONCLUDING

• The Higgs is a new probe into weakly coupled physics at the 
100 GeV scale

•Dark matter signals may motivate deviations from SM like 
properties

• Conclusions? I don’t have any, but these anomalies should be 
resolved soon, I make no promises about future ones



Thanks very much!


