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Part I

Performance of Geant4-MT

Soon Yung Jun
(Fermilab)



Performance Benchmarking
● Applications linked with Geant4-MT (beta or r07)

● SimplifiedCalo
● CmsExpMT: CMS detector geometry and a simplified 

(volume based) magnetic field map

● Hardware platforms
● AMD Opteron(tm) 6128 (4x8 cores, 2.0 GHz, 66GB)
● Intel Xeon L5520 (2x8 cores, 2.27 GHz) and              

Xeon Phi P5110 (60 cores, 1.1053 GHz, 8GB)

● Performance metrics
● event throughput (scalability)
● memory reduction



Performance Measurement
● Weak scaling: a fixed number of events per thread
● Event throughput

● the number of events processed per unit second
● a good measure of scalability 
● speedup efficiency (sequential CPU/[MT CPU/nt]) 

as the number of threads (nt)

● Memory reduction
● shared memory: geometry, tables of EM physics
● Rn = (n-1)x(Shared memory) + (initial overhead for TLS)
● memory reduction ([MT Mem/nt]/Sequential Mem)        

as the number of threads (nt)



Event Throughput – cmsExpMT (ref-07)



Speedup Efficiency – cmsExpMT (ref-07)



Event throughput in Intel+MIC
(Andrea Dotti)

● Multi-threaded SimplifiedCalo shows a nearly linear 
scalability up to the maximum number of threads available 
(16+194 with hyperthreading limited by the MIC memeory)



Memory – cmsExpMT (ref-07)



Memory Reduction – cmsExpMT (ref-07)



Preliminary Profiling Results
● No major issue in preliminary profiling



Summary on Performance

● Performance of multi-threaded applications of Geant4 
shows good scalability (near-linear) and memory reduction
● incorporate Geant4 MT benchmarking/profiling into the regular 

performance monitoring task
● improve analysis/summary/presentation 
● extend performance measurements with Intel® MIC

● Other relevant talks in the parallel session 3A 

● Performances of Geant4MT on MIC architecture (A. Dotti)
● Profiling Tools and Results (S.Y. Jun)
● Many other MT related talks
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Physics Validation and 
Reproducibility of Geant4MT

Alberto Ribon
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Validation : G4 MT vs. sequential (1/3)
Calorimeter observables should remain statistically 
the same for sequential and MT

● Grid validation
● SimplifiedCalo : sequential (i.e. use G4RunManager)

● Beam particle: pi- ; beam energies: 1 - 500 GeV
● 5 calorimeter types (Fe-Sci, Cu-LAr, W-LAr, Pb-LAr, PbWO4)
● Various physics lists
● Link against G4 or G4MT

● Local validation
● 20 GeV  pi- Cu-LAr , k0L Fe-Sci, p W-LAr , n Pb-LAr, k- PbWO4
● (sequential) SimplifiedCalo linked against G4    vs.

MT SimplifiedCalo (i.e. use G4MTRunManager) linked against G4MT
● 5'000 events for sequential or 1-thread MT; 

20'000 events for 4-threads 



Validation : G4 MT vs. sequential (2/3)

 (sequential) SimplifiedCalo 
with G4 10.0.beta, 

5'000 events 

MT SimplifiedCalo
with G4MT 10.0.beta

4 thread, 20'000 events
(one thread shown)

 FTFP_BERT
20 GeV p W-LAr
(ATLAS FCAL)

 FTFP_BERT
pi- Fe-Sci

(ATLAS TileCal)

 (sequential) SimplifiedCalo 
with G4 10.0.beta

(sequential) SimplifiedCalo
with G4MT 10.0.beta



Validation : G4 MT vs. sequential (3/3)

 (sequential) SimplifiedCalo 
with G4 10.0.beta, 

5'000 events 

MT SimplifiedCalo
with G4MT 10.0.beta

4 threads, 20'000 events
(one thread shown)

 FTFP_BERT
20 GeV p W-LAr
(ATLAS FCAL)



Reproducibility : G4 MT vs. sequential (1/2)
G4 sequential and MT should behave identically if 
the starting random generator status is the same  

● Prerequisite: event-level reproducibility of sequential G4
● An event remain unchanged regardless if we run other events 

before, whenever the starting random generator status is the same

● First achieved in G4 9.6, and maintained since then  
● New test for G4MT vs sequential

● MT SimplifiedCalo linked against G4MT
● Save the random generator status at each event (thread): 

   /random/setSavingFlag 1
    /random/saveEachEventFlag 1

● For each event, compare with a single-event run of the sequential 
SimplifiedCalo linked against sequential G4, initialized with the 
same random generator status, e.g.
  /random/resetEngineFrom G4Worker3_run0evt760.rndm



Reproducibility : G4 MT vs. sequential (2/2)

G4 sequential and MT should behave identically if 
the starting random generator status is the same  

● Prerequisite: event-level reproducibility of sequential G4
● An event remain unchanged regardless if we run other events 

before, whenever the starting random generator status is the same

● First achieved in G4 9.6, and maintained since then  
● New test for G4MT vs sequential

● MT SimplifiedCalo linked against G4MT
● Save the random generator status at each event (thread): 

   /random/setSavingFlag 1
    /random/saveEachEventFlag 1

● For each event, compare with a single-event run of the sequential 
SimplifiedCalo linked against sequential G4, initialized with the 
same random generator status, e.g.
  /random/resetEngineFrom G4Worker3_run0evt760.rndm

● Results
● FTFP_BERT physics list
● 5000 tests in total : 1000 events for 5 combinations

20 GeV  pi- Cu-LAr , k0L Fe-Sci, p W-LAr , n Pb-LAr, k- PbWO4
● ~9%    reproducibility violations in G4 10.0.beta

– Found a problem (cached value) in G4MuPairProductionModel

● ~0.1% reproducibility violations in G4 9.6.ref07
– Found thread-collision problem (cache shared among threads) in Bertini 

● ~7%    reproducibility violations in G4 9.6.ref08
– Found problems in G4MuPairProductionModel

●   0%   reproducibility violations in
          G4 9.6.ref08 + emmuons-V09-06-19

=> Full reproducibility (sequential & MT) achieved!
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