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New computing paradigm è R&D program for future 
HEP software (in particular detector simulation) 

Ø  Hardware landscape rapidly changing for power efficiency 

Ø  Parallelism is no longer optional, it must be explored 
thoroughly and presents many challenges  

Ø  Maximize instruction throughput and data locality 

A vision for HEP/HPC simulation 

Ø  Massively parallelized particle (track level) transportation 
engine 

Ø  Comply with different architectures such as GPU, MIC, etc 

The New Computing Paradigm 
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HEP transport is mostly local !  

Locality not exploited by classical transport 

A Vector Prototype 
(F. Carminati – CERN) 

Starting all over: 
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A Vector Prototype 

“Basketised” transport, tabulated G4 x-sections 

The real gain in speed comes at the end by exploiting 
the (G)CPU hardware (vectors, instruction pipelining, 
instruction level parallelism)  
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A Vector Prototype 

“Basketised” transport, tabulated G4 x-sections 

Geometry navigation gain from vector processing of 
particles 

Ø  Benefits from SIMD instruction sets and cache reuse 
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Key components (CUDA 
code): 

Ø  Transportation in 
realistic EM field 

Ø  Geometry (simple 
“a la” CMS EM 
calorimeter) 

Ø  EM Physics (brem, 
ioniz., mult. 
Scatt. for e; 
Compton, γ-conv., 
P.E. for γ) 

Ø  Concurrent CUDA 
kernels 

A GPU Prototype 
(Soon Jun – FNAL) 

Considerations: Reduce branches, reuse data, … 
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GPU time gain of ~20, power consumption and relative hardware cost 
not included in the equation è need to further improve algorithms  

A GPU Prototype 
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Integration and future 

Vector prototype can serve as track bucket provider to 
the GPU prototype 

Ø  Developing “GPU connector” interface between GPU and 
vector prototypes 

Ø  Agree on common geometry implementation, data layout, 
physics, transport 

Plan includes to share components, minimize branches, 
maximize locality, improve algorithms 

Goal is to demonstrate substantial speed up in modern 
architectures 


