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Performance Monitoring

● Benchmarking for new releases
● CPU time per event
● total memory per run

● Profiling  
● fraction of CPU (incl/exclusive)
● memory footprint (caller/ee)
● call graph

● Multi-threaded Geant4 applications
● event throughput (scalability)
● memory reduction

r09

r08
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Review of Tools and Metrics 

● Current profiling tools
● FAST (CPU)
● IgProf (memory)

● Primary metrics
● time (version, physics)
● leaf counts (funs, libs)
● call path analysis
● memory footprints on          

the heap (live, max, total)

● Many other metrics   
added in 2013
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Newly added in 2013 (I)
● Number of tracks and steps: a probe whether changes come 

from physics or geometry: 9.6.r08 H →ZZ – proposed by 
Andrea Dotti and et. al.

10% asymmetry?
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Newly Added (II)

● Performance by Physics List for major releases :                       
1, 5, 10, 50 GeV pions (cmsExp) – proposed by Alberto Ribon

defunct 
since r01
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New Added 2013 (III)

● Memory usage: statm (vsize/rss/shared)
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Newly Proposed in 2013 (IV)

● Initialization time – proposed by Makoto 
● measure performance for the initialization and the event loop separately  
● application specific (number of materials, physics list, particle type)
● initialization time of SimplifiedCalo (~4 sec) and cmsExp (~100 sec)
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Preliminary Performance of Geant4MT
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Plan to add Xeon Phi for benchmarking MT

● The Phi cluster at Fermilab
● 4x12 cores Intel E5-2620 

servers 
● 16 Intel Xeon Phi 5110P 

accelerators (4 per server)
● QDR Infiniband

● Performance consideration
● event throughput of MT
● memory requirement
● compiler dependency (icc)
● (TBB application)



Sumary: Geant4 9.6 Reference Releases
● Toward multi-threading capability since 9.6.ref02

● Compared to the pre-MT releases (H->ZZ)
● 5% degradation up to ref-08 (mostly driven by hadron physics)
● 30% improvement of the CPU performance in ref-09 is mainly driven 

by applyCuts in G4EmStandardPhysics
● issues in total memory counts in ref-04, ref-08, ref-09?

MT capable
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Performance Tools for Geant4-MT
● Requirements

● Support parallelism and multi-threaded applications
● Transparent instrumentation (applicable on binaries)
● Light time overhead and precision of measurement
● Advanced analysis (tracing, callgraph)  

● Metrics for multi-threaded applications
● speedup (event throughput, scalability)

● memory (reduction, instruction/data cache miss, TLB miss)

● I/O (hits)

● Platform dependence: architecture (multicore, MIC) and 
memory model 
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Performance Tools Considered
● Community infrastructures: PAPI

● Open source integrated tool kits reviewed
● HPCToolkit (Rice Univ.)
● Open|SpeedShop (Krell)
● TAU (Univ. of Oregon)

● Licensed tools (not reviewed), but possible used for MIC
● Intel: VTune Amplifer XE, ITAC
● Allinea (DDD and MAP) 
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PAPI (Performance API)

● A standard API to access 
hardware performance 
counters 

● Relation between software 
performance and processor 
events

● Event metrics : platform 
specific metrics, cache 
hit/miss, TLB miss, Flops, 
power consumption 
(MuMMI)

HPC Performance ToolsHPC Performance Tools
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Open|Speedshop 

● Comprehensive performance analysis for sequential, 
multithreaded, and MPI applications

● The base functionality includes
● sampling experiments
● support callstack analysis
● hardware performance counters
● multi-threaded, MPI profiling and tracing
● floating point exception analysis

● GUI and CLI (command line instruction)

● Almost ready to support MIC
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Default View and Stats Panel

Top Functions
Toolbars
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Profiling Output (Text-based)
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HPCToolkit 

● Overview of HPCTOOLKIT tool’s work flow (from manual)

● Code centric view, GUI and text-base flat profile 

● Supporting performance analysis of heterogeneous architecture 
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HPCToolkit: hpcviewer
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TAU (Tuning Application Utilities)

● Dynamic, compiler based, source based Instrumentation

● Analysis tools
● ParaProf
● PerfExplorer
● Tracer (Jumpshot, vampir)

● Various built-in graphical presentations

● Advantage/disadvantage: compiler/source-based instrumentation

● Direct contact to experts/developers (B. Norris @Oregon) 



Performance Tools and Results 20Sept. 24, 2013

Summary

● Geant4 performance monitoring has been continuously 
deployed during the 9.6 release period

● Preliminary performance measurements for multi-threaded 
Geant4 applications have been tested 

● GPCP task force will continue to look at various tools and 
libraries to improve performance profiling and analysis

Your inputs are always welcome!
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