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Introduction / history

Last WG meeting we agreed to merge the “Storage Interfaces” and

“Benchmarking” working groups and broaden remit to the main data
issues within WLCG. WLCG MB agreed with this.

* Backup slides for some extra topics - suggestions welcome

“ongoing”, “lightweight” WG, specific topics should have finite
timescale, report to GDB and be passed for actions to WLCG ops WG.

Membership: experiments, sites and developers, experts on topics
* Small and not necessarily complete, important items go to GDB.

Fri Agenda: https:/ /indico.cern.ch /conferenceDisplay.py?confld=273201
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WLCG Data working group

chaired by Wahid Bhimji (University of Edinburgh (GB)), Dirk Duellmann (CERN)

Friday, 4 October 2013 from 14:30 to 17:35 (Europe/Zurich)
at CERN ( 31-S-028)

Manage ~
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Friday, 4 October 2013

14:30 - 14:40

14:40 - 15:00

15:00 - 15:25

15:25 - 15:40

15:40 - 15:55

15:55 - 16:10

16:10 - 16:25

16:10 - 16:30
16:30 - 16:50

16:50 - 17:10

17:10 - 17:25

Intro; Data hot-topics and Imperial workshop summary 10’
Speaker: Wahid Bhimji (University of Edinburgh (GB))

Storage Interfaces progress 20’
Speakers: Wahid Bhimji (University of Edinburgh (GB)), Dr. Simone Campana (CERN)

Benchmarking and XLDB summary 25’
Speaker: Dirk Duellmann (CERN)

Not really covering
IC wkshp or XLDB summaries,

Speaker: Latchezar Betev (CERN) here _ 100k at SlldeS
CMS 15’
Speaker: Brian Paul Bockelman (University of Nebraska (US))

Experiment data plans: ATLAS 15’
Speaker: Vincent Garonne (CERN)

ALICE 15’

LHCDb 15’
Speaker: Philippe Charpentier (CERN)

Experiment plans discussion (or coffee!) 20

WebDav EOS Developments 20’
Speaker: Mr. Andreas Joachim Peters (CERN)

Davix 20’
Speaker: Adrien Devresse (CERN)

dav discussion 15’



Storage Interfaces

# “Storage Interfaces” topic concerns move away from SRM for disk-
only sites.

* Topic now includes new uses of the replacement interfaces (dav /
xrootd etc.) as well as data access interfaces.

* Hocus on action items:

* For SRM these were: gFal2 for deletion; and service discovery
Spacetokens, ATLAS SRM-free (demo) site;

* Very short summary here - see talk for more details.



SRM: Progress

9
*%°

ATLAS exploring dav deletion (with /without gFal2) with Rucio
Spacetokens:

* Atlas use decreasing (could use only rucio quotas but needs devel.). Will also persue
namespace only option with DPM

+ Still need to capture non-ATLAS ST use-cases and make sure they are covered

ATLAS non-SRM site;

* FTS pure gridftp transfers needs some work for performance on some servers side.
http and xrootd are starting to be tested .

* Stage-out: testing DAV put with spacetoken

LHCb developing xrootd / http in Dirac and using FTS3 (as mentioned this morning)



Other storage iterfaces

# xrootd and dav increasing in availability and use
+ Need these as services in GOCDB- something for ops WG to push ?

* Rfio retirement (on DPM) in favour of above interfaces progressing
“naturally” but

* We think its time for a “deadline” - e.g end of year ?



Benchmarking

# Activity on EOS monitoring already interesting results - stalled due
student leaving - new student from Novw.

* Log collection - also interface for xrootd federation records
* micro-benchmarks will be developed

* Also some manpower within DPM for this in future



ATLAS - rucio

Vincent Garonne’s slides

* DQ2 will not scale for Run2 -> Rucio. Target in prod by early 2014
* Better quotas; move towards open / widely-adopted protocols.

* Renaming campaign (mostly using Dav) - going well .

* Rucio integration testbed with upload, FTS3, deletion

* Multiple access protocols - priority to webdavw.

* spacetoken not required if alternative for space usage

* WG will work on reasonable “common” method for publishing


https://indico.cern.ch/getFile.py/access?contribId=3&resId=0&materialId=slides&confId=273201
https://indico.cern.ch/getFile.py/access?contribId=3&resId=0&materialId=slides&confId=273201

ALICE - WAN transfers

* Uniform use of xrootd; Lots of interesting real data from alimonitor.

o Transparent fallback to remote SEs works well

Penalty for remote i/0o, buffering essesntial

1 The external connection is a minor issuve ...

L atchezar Betev Talk

Site activity
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o ° ° ° °
|O-intensive analysis train instance

Plan to work with sites to improve infrastructure..


http://alimonitor.cern.ch/speed/%20%0D%EF%82%A8%20http://alimonitor.cern.ch/speed/%20%0D
http://alimonitor.cern.ch/speed/%20%0D%EF%82%A8%20http://alimonitor.cern.ch/speed/%20%0D
https://indico.cern.ch/getFile.py/access?contribId=8&resId=1&materialId=slides&confId=273201
https://indico.cern.ch/getFile.py/access?contribId=8&resId=1&materialId=slides&confId=273201

CMS- xrootd federations- AAA

* Goal to have all CMS T1s and many T2s in AAA by Run 2: Currently 2/7 T1 39/51 T2s
(> 95% unique data sets)

Being actively used:

ACCESS PLOT
PER USER

2013-09-21 08:10 to 2013-09-23 08:10 UTC

Reaching > 24K simultaneous connections
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Production with remote data:
S T ... N e Fallback and diskless sites

® Scale tests underway
e [deas for healing; caching; load-balancing etc.

[ think: useful experiences to share with other VOs -
possible discussion at CHEP and fed mtg in Amsterdam
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BERYLL v.0.3.1

Andreas Peters’s Slides

Personal Impression

« WebDAV is an open standard
OS5 BERYLL provides WebDav & HTTP Protocol

[ thanks to Justin Salmon ] . : It is a very nice tool for an end-user to navigate an
What does provide actually mean? up-/download private files (browser, Cyberduck etc.)
® Providing basic functionality now - con: hard to find a flexible server implementation
e Adapt to XRootD 4.0 when released - con: clients are extremely inhomogeneous in their
e Currenty XRootD native protocol behavior
recommended for best performance * many don’t SuppOI‘t our authentication mechanisms
e TDavixFile and other testing...  con: our community had to implement client & server

+ (adding missing non-standard extensions?)


https://indico.cern.ch/getFile.py/access?contribId=6&resId=0&materialId=slides&confId=273201
https://indico.cern.ch/getFile.py/access?contribId=6&resId=0&materialId=slides&confId=273201

Davix

What is Davix ?

Davix is NOT :
- Yet an other HTTP Library

- an other Grid specific software

Davix is:

Adrien Devresse’s slides

Davix Architecture

———

DAVIX Core C++

Davix

- a toolkit for optimized remote I/O

- support all HTTP based protocols | ReauestAbstacton Layer || SyDavml Parser
S e [ e

— S3/ WebDav / (CDMI ? )

Davix Status

Under active deviopment \
— evolve quickly, but stable APl <

Already used by some projects
- FTS 3.0

- GFAL 2.0

- UGR

— https://svnweb.cern.ch/trac/lcgdm/wiki/Dynafeds

Collaborative development :
— available on GIT

Jependencies

TDavixFile

_ _ Interest in
— New HTTP/WebDAV/S3 plugin relying on

WG
DAVIX e.g. rucio
- Implement everything that you dream and other
about testing

- Already Implemented and tested

— should be merge in the next version This week ..


https://indico.cern.ch/getFile.py/access?contribId=9&resId=0&materialId=slides&confId=273201
https://indico.cern.ch/getFile.py/access?contribId=9&resId=0&materialId=slides&confId=273201

Conclusions

* Valuable discussions in WLCG “Data” Working Group
# particularly on WebDav and Xrootd

* Many issues still to track in “interfaces” - to make sure srm
functionality is covered by xrootd and Dav and in a coherent way.

* ~Few month interval for these meetings is OK :

* Next time a face-to-face meeting (perhaps with wider attendance)
(at a pre-GDB?) may be a good idea.. ..



Backup slides




Possible activity areas for WG:

refer to TEG recommendations

1.2 Security [Already in Security activities] TE 11 g 1 r 1 -
1.3.2.2 Storage Management interfaces [Existing (SI) WG] G st-a eady O d

1.3.2.3 “Future Interfaces” [Recommended activity] Othe]f' SuggeStl()nS Welcome

As of today, broader industry storage interfaces (such as cloud storage) have not proven all the functionality required for these to be widely utilized. The development of these needs to be monitored
and different approaches to integrate cloud-based storage resources need to be investigated. Experiments, middleware experts and sites to should work together in this exploration phase.

1.3.3.1 Benchmarking and I/0 requirements [Existing (10) WG]
1.3.3.2 [Local Access] Protocol Evolution [Recommended activity]

... move towards remote [0 should be encouraged by both experiments and storage solution providers, and should be accompanied by an increase in resilience of protocols. LHC experiments are able
to support all protocols supported by ROOT and expect to be able to continue to do so in the future. This support should be maintained but the current direction of travel towards fewer protocols (in
particular the focus on file://, xrootd and http://) is encouraged ...

1.3.3.3 I/0 error management [Possible activity (added to above)]
Storage errors returned by the system and how they are handled should be more explicitly determined. The client libraries should add high level “intelligence” to recover from transient storage
failures and whether this can be achieved in the ROOT layer should be determined by the ROOT I/0 working group.

1.3.3.4 Future Technology review [Possible activity]

New storage technology or hardware should be investigated and employed (where sensible) by WLCG sites. We recommend a thorough technology review, possibly in collaboration with the HEPiX
Storage WG, to consider what low level technologies could be exploited by WLCG sites. The body carrying out this review should provide a mechanism to ensure that evaluations currently carried out
by sites or interested vendors — can be communicated and discussed.

1.3.3.5 High-throughput computing research [Recommended activity]|
Possibilities for much higher throughput computing should be investigated. This research should not be restricted to ROOT data structures and should fully utilise cutting edge industry technologies,
such as Hadoop data processing or successors, building on existing exploration activity.

1.3.4.3 Improved activity monitoring [Possible activity]

Monitoring of files accesses, access frequency, etc. should be provided at the application and catalogue level [...] We recommend building a working group

composed of technology providers and experiment representatives to study the available file access monitoring on both the SE and the application side. Both the ROOT I/0 and HEPiX groups could
play a role here and involvement wider than WLCG would be welcome. The group shall propose a standardized format to make this information available.

1.3.4.4 Storage accounting [Already activity reporting to GDB]
1.1.1.3 Federation [Completed WG - but possibly continue some oversight]

Launch and keep alive topical storage working groups to follow up a list of technical topics in the context of the GDB.



