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“better” μ-trigger in HL-LHC2

maximize interesting events / time

different physics target → approach could be different

ATLAS , CMS : high-pT μ from heavy particles

increase purity of trigger events with sharper turn-on

 what is done in Software → Hardware Trigger

LHCb , ALICE : μ from B-meson, J/ψ decays , ...

simpler Hardware-Trigger, increase events processed 

on Software-trigger

→ put more efforts on readout electronics
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42 CHAPTER 3. TRIGGER

Figure 3.1: Overview of the upgraded LHCb trigger.

typically be between 5–10 MHz, while the rate to storage will be ∼ 20 kHz. The expected
performance of the overall trigger system at a luminosity of 1033 cm−2s−1 is based on trigger
code which is actually running in LHCb today, and will be given in Section 3.3.

3.1 Low Level Trigger (LLT)

The present L0 reconstructs the highest ET hadron, electron and photon, and the two highest
pT muons. L0 is able to distinguish between electron and photon candidates by using the
Scintillating Pad Detector (SPD) in front of the ECAL, and reduce the hadron contamination
requiring Pre-Shower (PS) energy deposition. The upgraded calorimeter trigger is not expected
to contain the SPD nor PS, so the LLT will not distinguish between photons and electrons nor
have a veto on hadron-induced showers. The LLT muon trigger will use the same hardware as
the L0 muon trigger [120], with the distinction that the first muon station (M1) will no longer

LHCb DAQ/Trigger scheme4

Hardware Trigger
a la  “throttle”

Software-Trig.
( CPU farm )

1 ~ 40MHz

New%LHCb%DAQ/Triggering%scheme%
•  The%upgraded%LHCb%readEout%system%aims%at%a%triggerEfree%readEout%of%

the%enFre%detector%at%the%bunchEcrossing%rate.%%

•  In%order%to%smoothly%adapt%the%network%and%eventEfarm%capacity%to%
the%available%resources%the%exisFng%LevelE0%hardware%trigger%will%be%
upgraded%and%adapted%to%become%the%lowElevelEtrigger%(LLT),%which%
allows%a%smooth%variaFon%of%the%input%rate%to%the%farm%between%1%
MHz%and%40%MHz%

%
•  LHCb%will%use%GBT%opFcal%link%to%readout%the%enFre%detector.%More%

than%10,000%GBT%links%will%be%needed%!%>%4%TB/s%

•  The%common%readout%boards%(TELL40)%collect%event%fragments%at%40%
MHz%and%merge%them%into%packets%of%a%local%area%network%
technology.%The%packets%are%sent%to%the%event%processing%farm%via%a%
fast%network%based%on%a%standard%protocol%for%which%10Gigabit%
Ethernet%is%the%favored%opFon%

•  The%other%key%component%is%the%online%network%for%the%upgrade.%The%
readEout%network%must%be%able%to%connect%approximately%4000%10E
Gigabit/s%input%ports%with%up%to%5000%compute%nodes.%The%challenge%
in%the%network%design%is%to%come%up%with%a%costEeffecFve%soluFon%for%
a%large%mulF%Terabit/s%network.%We%are%invesFgaFng%two%network%
technologies:%Ethernet%and%InfiniBand%

100%m%rock%

Detector%(UX85B)%

DAQ%network%(SX)%

Readout%Units%(SX)%

Compute%Units%(SX)%

Optical LINK (100m) : 10k GBT links > 4TB/sec.

(NEW) TELL40 : common readout board
fragment → packet

e.g. 10Gb Ethernet 

event processing farm

06/09/2010 The LHCb Trigger System - Antonio Pérez-Calero 10

Level 0 Trigger: Muon

L0 Muon:

 Muon candidates are straight lines searched for in the 5 
stations, for each detector quadrant

 M1 and M2 are used to compute p
T
:

 assumes nominal origin for tracks
 P

T
 value from B kick in a look-up table

 Highest and second highest p
T
 candidates per quadrant 

are passed to L0DU 

μ hardware trigger

( ** no M1 after LS2 )



LHCb Readout5

The%LHCb%readout%

 TELL40 (R/O)

in the pit surface

 TELL40 (TFC)

updated TTC → TFC

GBT
10Gb-Ethernet



LHCb - TELL40 (Readout)6 The%TELL40%

96 GBT 
48 GbE

 * 110 boards for the entire LHCb system
 * common hardware for all the sub-system ( housed in ATCA carrier )

fragments
packets



LHCb - AMC  (daughter b. of TELL40)
7

General%Purpose%AMC%Board%

The%TELL40%

(1)  high density serial link is available
     [ IN ]     : FE        → TELL40
     [ OUT ] : TELL40 →DAQ network

(2)  The FPGA is powerful enough to implement data processing algorithm
     e.g.  Zero-suppression , data formatting , ...



LHCb  -  μ Readout  &  μ-LLT8

Upgraded System readout architecture 


Up to ~40k LVDS Channels 

Up to ~24k Logical 
Channels 
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L0 (µ) Trigger 
on 4 TELL40s 

(4 AMC) 

4 TELL40s  
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New Off Detector Electronic boards 

6
 n

S
Y

N
C

s 

Off Detector 

nODE 

Clock via 
GBT 

up to 98k Physical Channels 

ECS via 
duplex GBT 

2 GBT 
 for hit L0mu 

2 GBT 
 for TDC 

No M1

M2 to M5 ! up to 140 ODE

Hit/L0 link: NZS 1 bit/ch @ 40 MHz

TDC link: ZS 4 bits/ch  @ 40 MHz


Clock via 
GBT 

Upgraded%Muon%System%Readout%and%Control%

 TDC
 4b/ch. Zero-suppress

FE of μ-chambers  (M2 - M5)

108 nODE boards

  Hit or no_HIT (1b/ch.)

  to LLTrigger processing

It is performed on TELL40 !!

  * projective algorithm → μ-ID
  * pT cut 
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ALICE μ-electronics @ HL-LHC10

Points
• the range of gain and shaping time is extended
• single sampling and data readout runs independently

notes
• The technology : TSMC 130nm for the ASIC.
• In total 17,000FE cards ( 1 FE Chip = 32ch. , 1FE Card = 2FE chips )
• Power consumption : 15 to 20mW/ch.  ( x 1/4 w.r.t. the current chip  )

R. Arnaldi et al. / Nuclear Physics B (Proc. Suppl.) 158 (2006) 21–24 23

ΔY2

current μ-trigger
3/4 RPC-coincidence

pT cutNew ASIC chip
common for μ-trackers  &  TPC

Hardware Trigger :  Minimum-bias

• data transfer to Software-Trig. @ 100kHz
• continuous sampling 10MHz & pipeline R/O   PbPb 

   2 x 1027 

   1 nb-1 

LS1: Detector 
maintainance 

LS2:  
Upgrade phase-1  

Some repairs  
 

2012 2015 2016 2017 2019 2020 2021 

18 

• Replace readout electronics with 
new dead-time-free chip with        
10 MHz continuous sampling 

• Addition of the MFT (pixel CMOS) 

   PbPb 
   6 x 1027 

  
   Goal: reach 

   10 nb-1 

HL-LHC ECFA Workshop , Aix-les-Bains , 3 October 2013 Muon Preparatory Group 



FEE
CRU

Trigger	
  +
Data	
  +	
  Control

(Kapton	
  or	
  micro	
  cables)

or	
  GBT	
  link	
  
DAQ/HLT

FLPData	
  +	
  Control

Common DATA Link

DDL3 (10 Gb/s)

Trigger
distributor CTP

	
  	
  Trigger	
  &	
  Busy

Data	
  traffic

GBT: GigaBit Transceiver (optical)

μ-elec. ↔ common ALICE architecture11

FE
TPC/μ

Common R/O Unit - CRU
ITS , TPC , μ

DAQ/HLT	
  
Network
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Drift Tube
Segment built through 

track-fitting 
and 

further correlation 
among Super-layers

→ pT

CSC  up to 2 local charged tracks built from 
cathode and anode segments are sent per Bunch-X

RPC  spatial coincidence of hits in 
several layers are compared with 

predefined patterns

(current) CMS μ-trigger system13



Material	
  collec8on	
  for	
  ECFA	
  Muon	
  talk	
  #4	
  on	
  trigger	
  and	
  electronics

replacement of  the 

Drift Tubes Mini-
crates DCFEB (Digital Cathode Front 

End Boards) in the CSC 

chambers to be replaced
( if latency > 10μsec )

  “tracking trigger” impacts
   LVL1 latency (and rate)

Phase-2 μ-trigger / elec. upgrade

CSC-GEM μ-trigger
bending-angle 
→ improved pT resolution

(new) GEM

14

 Latency :     3 μs    →  10 μs
 Rate      : 100 kHz  →  1 MHz

①

②

(3)



Material	
  collec8on	
  for	
  ECFA	
  Muon	
  talk	
  #4	
  on	
  trigger	
  and	
  electronics
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VFAT3 FE

Tracking Trigger

GEM trigger

VFAT3 chosen as baseline 
for GEM (phase-1)

GdSP may be ideal for a 
number of Phase-2 upgrades

“full granularity 
tracking”

“Fast OR”

phase-­‐1

phase-­‐2	
  



Combined Trigger : GEM-CSC
• GEM and CSC data processed in a common unit

– send GEM data to OTMB (CSC Trigger Board) through opt.-hybrid board
– no changes in CSC scheme needed

• Requirements
– GEM-CSC trigger algorithm in OTMB firmware
– firmware for Opt.-hybrid board (for GEM) to be developed

→ proper data-format for OTMB

16

cost effective

GEM

Opt. 
Hybrid 
board

CSC

DCFEB 
( Cathode )

ALCT ( Anode )

OTMB
(trig. board)

L1Trig.

CSC Trig. Board



Radiation tolerant FPGAs
 (MicroSemi ProAsic for prototyping)

time-digitization of all incoming hits (~1 ns)

* Readout at 1 MHz  and  20μsec latency

* DT-Trigger primitive generation:

- maximum chamber resolution 
　→ better pT resolution

Phase2 Mini-crates : DT
• more radiation tolerant / 1MHz readout / improve reliability / ...

• time digitization & Digital info. sent through high-speed optical link

• Complexity is brought to the counting room

...

GBTFPGAs

4 TYPES OF BOARDS → ONE NEW UNIQUE

High speed 
optical links

• New electronics in counting 
room

•uTCA technology

•Trigger primitive 
algorithms in FPGAs

 Trigger and 
 Readout  
 electronics

Upgrade of DT on-chamber electronics17

GBT FPGAs

R&D 
started
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Figure 2: Schematic side view of the ATLAS muon spectrometer depicting the naming and
numbering scheme; top: sector with large chambers; bottom: sector with small chambers.
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Figure 2: Schematic side view of the ATLAS muon spectrometer depicting the naming and
numbering scheme; top: sector with large chambers; bottom: sector with small chambers.
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ATLAS Preliminary

ATLAS Run 201289 [LB 96-566], LHC Fill 2516, Apr. 15 2012, 50ns spacing

ph.2 μ-upgrade - trigger & R/O19

Precision Tracker (MDT) to Hardware Trigger
    → sharp turn-on with better pT resolution

contamination with (slow) 
charged particles

η

New Small-Wheel (NSW)

sTGC Micro-Megas

σ(angle)= 1mrad for Trigger L0-L1 (500kHz → 200kHz) trigger scheme

 20μsec. L1-latency

replace TGC / RPC elec.  ( latency )



New-SW : Front-End ASIC20

The ASIC provides the peak amplitude and time with respect to the bunch crossing clock, or
other trigger signal, in a data driven mode. Fig. 12.3 shows a block diagram of the 64 channel
VMM. Each channel is equipped with a fast comparator with an individually adjustable threshold.
When a signal crosses a set threshold a peak detection circuit is enabled. Neighbour-enable logic
allows setting the threshold relatively high and yet recording very small amplitudes. At the peak,
a time-to-amplitude converter is started and then stopped by the next bunch crossing. The two
amplitudes are digitized and stored in a de-randomizing buffer and read out serially with a smart
token passing scheme that only reads out the amplitude, timing, and addresses of the active
channels, thus dramatically reducing the data bandwidth required and resulting in a very simple
readout architecture. Sufficient memory is provided to store the expected number of hits in the
20µs Phase-II latency. See [53] and [54] for more information.

CA shaper

logic
or

neighbor

addr
 channel (64x) 

trigger

6b ADC

TGC out (ToT, TtP, PtT, 6bADC) x 64
TGC clock (160 MHz)
ART (flag, serial address)
ART clock (160 MHz)

12b BC

 Gray- code counters

48-bit data 
spare 1-bit
thrsh 1-bit
addr 6-bit
ampl 10-bit
time 10-bit
BCID 12-bit
L1ID 8-bit

 
FIFO
for
L1

read
out

10b ADC

10b ADC

DATA sync

serial out
(DDR)

BC clock (40 MHz)
L1A trigger

DATA clock (80 MHz)

8b L1A

logic

time

peak

GG_LL_VMMblock_V01

Signals for trigger

configuraƟon serial cfg data

Figure 12.3: Block diagram of the VMM ASIC

Much of the functionality of the VMM front-end needed for the two detector technologies is
identical. Thus the same firmware and software for the readout and control of the ASICs can be
used. The differences are primarily in the trigger-related primitives provided by the VMM. The
following features are required specifically for the MM technology:

• The trigger primitive is provided by the 6-bit address of the hit with the earliest arrival
time in the chip within a given bunch crossing. This address is output as a serial differential
LVDS stream clocked by both phases of a 160 MHz clock. The stream consists of a flag bit
sent at the time of the amplitude peak followed by the 6-bit address.

• The time of the amplitude peak with respect to the event BC is recorded in order to use the
µTPC mode of operation of the MM detectors for the offline track reconstruction.

The features required specifically for the sTGC are:
• 6-bit flash ADC value of the channel peak value: for strips, one LVDS output per channel:

This value is output as a serial stream clocked by both phases of a 160MHz clock. The
stream consists of a flag bit followed by the 6-bit ADC value. The value is used by the trigger
processor to calculate the centroid of the strips for a precision coordinate of the track.

• Time-over-Threshold: for pads, one LVDS output per channel (the same line as used for
the flash ADC value): This pulse is latched externally by the next BC and the pad signal

122

 common ASIC for sTGC & Micro-Megas :  VMM2

for Trigger

for R/O

 flash ADC (6-bit)
 Time (2ns)
 ASD , R/O buffer , ...

64ch. per chip ,  512mW/ch.  ,  ~40k chips



ASD

ASD

TDS

ASD

ASD

TDS

sTGC trigger: strip logic: one layer of one 1/16th

on-chamber
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on rim of small wheel

Pad trigger
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64 64
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Selected band: 
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TTC  &  Config  Distrib
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Choose the band of
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sTGC quadruplet

track-vector processor for trigger21

the same ATCA cards for both sTGC & MM

Total:
strips
~1030

ASDs
18

TDS’s
9

links
3 

centroid  finders
3 (for 8 layers)

routers
1  

①

②

selected strip band

different firmware

③
centroid 4-Layers x 2

→ Track-Vector

( counting room )

coincidence with 
current μ-Trigger.

④

σ(angle) : 1mrad 



NSW / TGC+MDT Muon Track Trigger 

track position and 
deviation encoding BW-TGC + NSW : L0 

BW-MDT + SW : L0/1 
Track Fitting 

Endcap: crossing angle 
pT calculation 

Outer MDT Middle MDT (BW) Inner MDT (SW) 



hit signal alignment 
2 x 2/3 coin. 

BCID (40 MHz) 

track position and 
deviation encoding 

hit signal alignment 
2 x 2/3 coin. 

BCID (40 MHz) 

BCID 

BCID 

TGC BW 

Precision Detector 
< 100m 

-information 
 

Level-1 Trigger 
resolution of 

incidence  angle  
< 1 mrad 

BCID, LVL1 latency  

track fitting 
track position  (R, ) 

d  :  deviation of  
incidence angle from  

infinite pT muons  
Coarse d -cut 

hit information (R, ) , d 



ph.2 μ-trigger scheme : MDT as HW trig.22

  measure drift-time with a precision of LHC-clock (or 0.5 tick)
  → deduce angle at each 3-stations → pT

NSW (New Small-Wheel) Middle-MDT Outer-MDT

σ_angle = 1mrad



10 degree

CLR_

D
D D Q_Q Q D Q

TDC

ASD Hit SignalMDT

40MHz CLK

ENABLE

Bunch Identification (BCID) Circuit

Leading edges of the hit signals from the ASD are detected in each bunch (25 nsec),
which corresponds to 0.5 mm spatial resolution.

The BCIDed hit signals are serialized and transmitted to USA15 via optical links.

Present mezzanine card : 24-ch per board, 15k boards in total
need to gather signals to 24 x 4 = 96     96-bit @ 40 MHz per link

New mezzanine card ??
32 x 3 ch per board  96-bit @ 40 MHz per link

5 k optical fibre links (4 Gbps) in total for the trigger

Drift-Tube as Hardware-Trigger23

Leading edges of the hit signals are detected in every 25ns, ~ 0.5mm position resolution

0 1010 20 302030

MDT tube

D Q D Q D QD QD QD Q

30/30 29/29 28/28 1/12/23/3 0

MDT Hit Signal (BCID)

40 MHz CLK

..……...........

Time/Spatial-aligned hit signal

Each MDT tube has 31-stage shift register, which decodes a BCID hit signal to 
time/spatial-aligned hit signals. 25 ns timing, 0.5mm spatial aligned.
One BCID hit signal is converted to 61 hit signals [30,29,28,,1,0,1,,28,29,30].

3020100102030

BCID circuit

Spatial-aligned hit signal

31 stage shift-register



Summary24

Concepts
• common electronics across multi sub-systems
• as simple as possible in the pit, complexities brought to outside

Technologies
• high-speed optical links ( e.g. GBT )

• radiation hard Front-End ASICs
• FPGA with high-density serial links & performance

• ATCA ( or μTCA ) cards

high-rate readout

high-performance μ-trigger     →   physics !!
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[ Detector systems ]

(a)  conceptual part
  - High level motivation for upgrades: longevity 
  - Important performance requirements to achieve the HL-LHC physics program

(b)  practical & technical part
  - How to achieve to the expected performance
  - Targeted R&D needs
  - technology prospect (including cost considerations) 
  - ongoing activities & further actions



LHCb  -  nODE (new Off Detector Elec.)27

The%new%muon%readout%board:%nODE%%
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  I may skip this slide ...   check with Alessandro


