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Introduction

On Tuesday December 4th, the 4 LHC experiments presented an overview of their storage requirements for CCRC08 (http://indico.cern.ch/conferenceDisplay.py?confId=20248).
The authors felt that the presented information was in general not detailed enough for the preparation of the site’s services for CCRC08, in particular for the configuration of the storage systems. It was then decided at the following Management Board meeting that some site representatives would identify the relevant information sites would require from the experiments.

In this note we present our best understanding of the information required to characterize the flow of data at each tier 1 site during CCRC08. Although not intended to be complete (more experience will be gained during the challenge itself), it is expected to be the basis for understanding the phases of the experiment’s data processing activities beyond the exercise.
Overview of the required resources

Each experiment must provide a table summarizing the total amount of resources needed at each tier 1 site during CCRC08 in terms of CPU, disk and tape space (see table 1).
Table 1 – Summary of the required resources for CCRC08 per tier 1 site
	Tier1 site
	CPU (KSI2k)
	Disk space (TB)
	Tape space (TB)

	
	
	
	

	
	
	
	

	
	
	
	


Schedule

Each experiment must provide the list of clearly identified activities to be performed during CCRCO08 (e.g. data taking, reprocessing, analysis, stripping, event production, etc.) and the planned schedule for all of them in the form of a Gantt chart like the one shown in table 2.
Table 2 – Example schedule of the planned activities during CCRC08
	 
	Week1
	Week2
	Week3
	Week4

	Data Taking
	 
	 
	 
	 

	Stripping (while DT)
	 
	 
	 
	 

	Reprocessing
	 
	 
	 
	 

	Stripping (while R)
	 
	 
	 
	 

	Stripping (standalone)
	 
	 
	 
	 

	Analysis
	 
	 
	 
	 


Detailed activity description
For each data processing activity the following information is required:

1. A pictorial representation of the activity as seen by the tier 1 site. A color code for the arrows would greatly help in understanding how the data flow between the source and the destination of data.
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Example of data-flow from LHCb

2. The peak data rate in/out of the various storage areas,  identified by the pairs (space token, storage class) for each source/destination node (i.e. taking into account data exchange with T0, T2s, other T1s and local WNs). An example taken from LHCb is depicted in the following table.
	 
	LHCb_RAW

[T1D0]
	LHCb_RDST

[T1D0]
	LHCb_MDST

[T1D1]
	LHCb_DST

[T0D1]

	rates (MB/s)
	Get
	Put
	Get
	Put
	Get
	Put
	Get
	Put

	Tier-0
	
	
	
	
	1
	
	
	1

	Other Tier-1s
	
	
	
	
	6
	
	
	6

	Tier-2s
	
	
	
	
	
	
	
	

	Local WNs
	5
	
	3
	
	
	1
	
	


Matrix of peak data rate in/out for each target and space token
Those rates are expected to be provided on a per-site basis or at least the values for the average tier 1 and the scale factor to be used for each tier 1 site.

Additional comments on the activities will also be helpful. For instance, in case of temporary unavailability of a site, are the other sites expected to receive the amount of data originally to be shipped to the unavailable site?
3. The amount of space needed for each space token (disk space for TxD1, tape for T1Dx). An example taken from LHCb is depicted in the following table.

	 
	LHCb_RAW
[T1D0]
	LHCb_RDST
[T1D0]
	LHCb_M-DST
[T1D1]
	LHCb_DST

[T0D1]

	Tot. Size (TB)
	40
	23
	10
	50


Space needed for a given data-flow (values in blue are referred to tape space, black values to disk space and red values to both)

In case of simultaneous data processing activities, the maximum value of disk space needed must be specified for each space token involved.
4. The number of  1 ksi2k CPU job slots expected to be simultaneously running at each site and the number of simultaneously open files per job (the latter is useful for appropriately configuring dCache).
5. Data access method from the local farm (i.e. data files copied to the local disk of the worker node vs. remotely opened)
6. The rate of access to (possibly local to the tier 1) catalogues and databases expected to be performed by the local worker nodes.
7. The expected way of working of the T1D0 storage area. Are the jobs running on the local worker nodes expected to access pre-staged data (all the files are already on disk when the job starts) or are they expected to trigger the staging process of the data from tape to disk? The number of jobs in simultaneous execution, the number of files accessed by each job, the duration of the job and the rate it is expected to consume the data are factors that are needed to estimate the data of the disk space of this storage area. (lifetime of file on disk?)
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