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Motivation

✤ [Reminder: Λb is the isospin=0, beauty*=1 baryon] 

✤ Λb ➙ p l− ν is being measured at the LHC 

✤ Test for new physics in b to u: B ➙ π l ν and Bs ➙ K l ν only 
expose the vector part of (V±A) 

✤ Λb  form factors are “simple” lattice quantities, in constrast to      
B ➙ ρ l ν, Bs ➙ K* l ν 

✤ Λb ➙ p form factor calculation done in parallel with those for the 
rare b ➙ s decay Λb ➙ Λ l+ l−

* beauty = −bottomness



Beautiful baryons on the lattice

✤Unquenched LQCD b 
baryon mass splittings 

✤ LQCD predicted smaller 
ΩΩb mass than originally 
determined by DØ, later 
confirmed by CDF & 
LHCb 

✤ LQCD calculations of    
Σb* Σb π and Σb(*)Λb π 
couplings (Detmold, Lin, 
Meinel, 2011-12)

lattices used in this work but with Fermilab heavy-quark
action and staggered light-quark action; they also included
another two lattice spacings. All four calculations include
the splittings !b !"b and #b !"b; we calculate the
additional splittings !0

b ! #b and $b !!0
b in order to

make direct comparisons. The results are shown in Fig. 6.
We again see good agreement amongst all lattice calcula-
tions, and mild scaling in the Na et al. results. Agreement
with experimental values as given by the PDG is fairly
good. The discrepancy in the#b !"b splitting may be due
to discretization effects, as suggested by the trend visible in
the Na et al. results.

We summarize our consensus results for the splittings of
the bottom-hadron spectrum in Table VI. We adopt the
leading-order HXPTextrapolation in terms of theM$ scale
as our central values and explicitly give three sources of
error: statistical, extrapolation and scale. The extrapolation
systematic error is estimated by the discrepancy between
the leading-order extrapolation and the result using a form
including the next-order M3

! term. These errors are gen-
erally about the same size as the statistical error. The error
due to scale setting and discretization is estimated using
the spread amongst the three scale-setting methods: f!, r1,
and M$. This systematic is quite large, up to 4 times the
statistical error, and could be resolved by repeating this
calculation on finer lattices. The finite-volume corrections
for heavy hadrons should be negligible for a 2.5 fm box.

Since studies of the light-hadron masses on these lattices
[52] show that such effects are small, we expect them to be
even smaller for our case. The remaining systematics, such
as the effects of the "QCD=mb corrections are omitted,
since they are substantially smaller than our main system-
atics discussed in the text (less than 1%).

This work
Detmold et al.
Lewis et al.
Na et al. a 0.12 fm
Na et al. a 0.09 fm
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FIG. 6 (color online). Comparison of mass splittings with all
available 2þ 1-flavor lattice calculations of bottom baryons.
The square (blue) points are the points extrapolated using the
$-mass reference scale; the solid error bars indicate the statis-
tical error, and the dashed bars indicate the total errors (including
the estimated systematic ones). The solid (red) bars indicate the
experimental values given in the PDG, where available. For the
$b, we show both the D0 result [6] (upper right, purple) and the
CDF result [71] (lower left, magenta).
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FIG. 5 (color online). A comparison of our mass splittings
(using M$ reference scale values) with those of Detmold et al.
[25]. The error estimates for both works are statistical only. The
solid (red) bars indicate the experimental values given in the
PDG, where available. For the $b, we show both the D0 result
[6] (upper right, purple) and the CDF result [71] (lower left,
magenta).
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FIG. 4 (color online). Comparison of mass-splitting extrapo-
lated values using different reference scales. Splittings with
respect to Bd are on the left; those with respect to "b are on
the right. The solid (red) bars indicate the experimental values
given in the PDG, where available. For the$b, we show both the
D0 result [6] (upper right, purple) and the CDF result [71] (lower
left, magenta).

BOTTOM-HADRON MASS SPLITTINGS FROM STATIC- . . . PHYSICAL REVIEW D 80, 054027 (2009)
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from Lin, Cohen, Mathur, Orginos, PRD80 (2009)
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Figure 1: Invariant mass distributions of ⌅�
b ! J/ ⌅� (left) and ⌦�

b ! J/ ⌦� (right)
candidates. The projection of the unbinned maximum likelihood fit is overlaid.

Table 1: Fitted signal yields and mass values.

Decay mode Yield Mass (MeV/c2)

⌅�
b ! J/ ⌅� 72.2± 9.4 5796.5± 1.2

⌦�
b ! J/ ⌦� 13.9+4.5

�3.8 6050.3± 4.5

a similar distribution at any mass between 5.8 and 6.3 MeV/c2. The pseudo-experiments
indicate that the ⌦�

b signal has a significance greater than 5�.

4 Systematics

The following sources of systematic uncertainty are considered:

Momentum calibration: The momentum scale factor is varied by ±0.8⇥ 10�3 and the
mass fits are repeated. The di↵erence with respect to the nominal results is taken as
an estimate of the systematic uncertainty. There are small uncertainties due to the
variation of the momentum scale factor as a function of pseudorapidity and also due
to the amount of material assumed by the track reconstruction for the energy loss
correction. The systematic uncertainties for these e↵ects were studied in Ref. [9],
see Table 2.

Signal model: The value of the fixed width used in the signal model is varied by ±3%
which is the uncertainty on the di↵erence between the data and Monte Carlo sim-

3

LHCb-CONF-2011-60



Λb ➙ p form factors
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Λb ➙ Λ form factors

In the mb ➙ ∞ limit

In general
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
fTV
1

�µq2 � qµ/q

m⇤b

� fTV
2

qµ

m⇤b

�
u⇤b

h⇤(k0, s0)|s̄�Q|⇤Q(v, s)i = ū⇤(k
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Lattice actions & parameters

RBC/UKQCD lattices (2+1 domain wall)
Static (mb = ∞) heavy quarks

1-loop operator matching: T Ishikawa et al., JHEP 1105, 040 (2011)

Rþðjp0j2; tÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

EN

EN þmN
Rþðjp0j2; t; t=2Þ

s
; (15)

R%ðjp0j2; tÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

EN

EN %mN
R%ðjp0j2; t; t=2Þ

s
; (16)

which, according to Eqs. (12) and (13), become equal
to the form factors Fþ and F% for large source-sink
separation, t.

We performed the numerical calculations for the six differ-
ent sets of parameters shown in Table I. When evaluating
Eqs. (15) and (16), we used the lattice results for the proton
mass,mN , obtained fromfits to the proton two-point function
in the same data set. These results are also given in Table I.
Unlike in Ref. [23], here we calculated the energies at non-
zero momentum using the relativistic continuum dispersion

relation EN ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m2

N þ jp0j2
q

. The energies calculated in this

way are consistent with the energies obtained directly from
fits to the proton two-point functions at nonzero momentum,
but using the relativistic dispersion relation reduces the
uncertainty. We computed R&ðjp0j2; tÞ for proton momenta
in the range 0'jp0j2'9(ð2!=LÞ2, where L¼Nsa)2:7fm
is the spatial size of the lattice.We performed the calculation
for all source-sink separations from t=a ¼ 4 to t=a ¼ 15 at
the coarse lattice spacing (data sets C14, C24, C54), and for
t=a ¼ 5 to t=a ¼ 20 at the fine lattice spacing (data sets F23,
F43, F63). This wide range of source-sink separations allows
us to reliably extract the ground-state form factors [23].
Because the statistical uncertainties grow exponentially
with t, in practice the upper limit of t=a we can use is
somewhat smaller, especially at larger momentum.

A plot of example numerical results for R&ðjp0j2; tÞ as a
function of the source-sink separation t is shown in Fig. 1.
The results are qualitatively similar to those obtained for
the ! final state in Ref. [23] [the t0 dependence of
R&ðjp0j2; t; t0Þ is also similar to that seen in Ref. [23]].
It can be seen that there is excited-state contamination
which decays exponentially with t. At jp0j2 ! 0 we
perform fits of the t dependence using the functions

Ri;n
& ðtÞ ¼ Fi;n

& þ Ai;n
& exp ½%"i;nt+; (17)

which account for the leading excited-state contamination
[23]. Above, we use an abbreviated notation where n
specifies the squared momentum of the proton [we write
jp0j2 ¼ n ( ð2!=LÞ2], and i ¼ C14; C24; . . . ; F63 specifies
the data set. To enforce the positivity of the energy gaps
"i;n, we rewrite them as "i;n=ð1 GeVÞ ¼ exp ðli;nÞ. The fit
parameters in Eq. (17) are then Fi;n

& , Ai;n
& , and li;n. Note that

we perform coupled fits of Ri;n
þ and Ri;n

% with common
energy gap parameters, which improves the statistical pre-
cision of the fits [23]. As a check, we have also performed
independent fits with separate energy gap parameters li;nþ
and li;n% and found that li;nþ and li;n% are in agreement within
statistical uncertainties.
At a given momentum-squared n, we perform the fits

using Eq. (17) simultaneously for the six different data sets
i ¼ C14; C24; . . . ; F63. Because the lattice size, L (in physi-
cal units), is equal within uncertainties for all data sets, the
squared momentum jp0j2 ¼ n ( ð2!=LÞ2 for a given n is
also equal within uncertainties for all data sets. To improve

TABLE I. Lattice parameters. The data sets C14, C24 and C54 all correspond to the same ‘‘coarse’’ ensemble of gauge fields with gauge

coupling# ¼ 6=g2 ¼ 2:13 and sea-quarkmasses amðseaÞ
s ¼ 0:04,amðseaÞ

u;d ¼ 0:005; these data sets differ only in the values of the valence-

quark mass, amðvalÞ
u;d , used for the domain-wall propagators. At the ‘‘fine’’ lattice spacing, the propagators in the F23 and F43 data sets are

from one common ensemble of gauge fields, but the F63 data set is obtained from a different ensemble with heavier sea-quark masses.

In each case, we also list the valence pion and proton masses,mðvalÞ
! andmðvalÞ

N , and the number of light-quark propagators,Nmeas, used for
our analysis. The ensembles of gauge fields have been generated by the RBC/UKQCD Collaboration; see Ref. [27] for further details.

Set # N3
s , Nt , N5 am5 amðseaÞ

s amðseaÞ
u;d a (fm) amðvalÞ

u;d mðvalÞ
! (MeV) mðvalÞ

N (MeV) Nmeas

C14 2.13 243 , 64, 16 1.8 0.04 0.005 0.1119(17) 0.001 245(4) 1090(21) 2672
C24 2.13 243 , 64, 16 1.8 0.04 0.005 0.1119(17) 0.002 270(4) 1103(20) 2676
C54 2.13 243 , 64, 16 1.8 0.04 0.005 0.1119(17) 0.005 336(5) 1160(19) 2782
F23 2.25 323 , 64, 16 1.8 0.03 0.004 0.0849(12) 0.002 227(3) 1049(25) 1907
F43 2.25 323 , 64, 16 1.8 0.03 0.004 0.0849(12) 0.004 295(4) 1094(18) 1917
F63 2.25 323 , 64, 16 1.8 0.03 0.006 0.0848(17) 0.006 352(7) 1165(23) 2782

FIG. 1 (color online). Example of numerical results for
R&ðjp0j2; tÞ, plotted as a function of the source-sink separation
t, along with a fit using Eq. (17). The data shown here are from
the C54 set and at jp0j2 ¼ 4 ( ð2!=LÞ2. As explained in Ref. [23],
at each value of jp0j2, the fit is performed simultaneously for the
six data sets.

!b ! p‘% "$‘ FORM FACTORS . . . PHYSICAL REVIEW D 88, 014512 (2013)
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Form factor shape

✤ In static limit, z-expansion is not applicable 

✤ Instead, try monopole, dipole, etc.  (Latter is a better fit to 
the data) 

✤ Incorporate discretization and quark mass effects 

!

!

!

✤ In practice, c’s & d’s small, consistent with zero                  
[except cl,+ = 0.094(32) in the Λb➙Λ calculation]

F =
Y

(X + Ep � mp)2
[1 + d(aEp)

2]

X = X0 + c[m2
⇡ � (mphys

⇡ )2]



Form factors on each ensemble

physical pion mass and the continuum limit using our
simple fit models (18) and (20) with a small number of
parameters cannot be expected to completely remove the
errors associated with the unphysical light-quark masses
and nonzero lattice spacing. As discussed above, we did
not use chiral perturbation theory, and we ignored the fact
that some of our lattice results are partially quenched.
Similarly, our fit models assume a particular EN depen-
dence of the lattice-spacing errors, which was not derived
from effective field theory. Following Ref. [23], we esti-
mate the resulting systematic uncertainties by comparing

the form factor results from our standard fits to those
from fits with the parameters c!, c1;2 or d!, d1;2 set to
zero. In the energy range 0 " EN #mN " 0:7 GeV, the
maximum changes when setting c! ¼ 0, c1;2 ¼ 0 are 3%
for Fþ, 3% for F#, 1% for F1, and 13% for F2. In the
same range, the maximum changes when setting d! ¼ 0,
d1;2 ¼ 0 are 2% for Fþ, 2% for F#, 3% for F1, and 4% for
F2. None of these changes are statistically significant;
nevertheless we add these percentages in quadrature to
the uncertainties from the current matching and from the
finite-volume effects.

FIG. 2 (color online). Fits of the form factor data for Fþ and F# using Eq. (18). In the upper six plots, we show the lattice results
together with the fitted functions evaluated at the corresponding values of the pion mass and lattice spacing. In the lower plot, we show
the fitted functions evaluated at the physical pion mass and in the continuum limit. There, the inner shaded bands indicate
the statistical/fitting uncertainty, and the outer shaded bands additionally include the estimates of the systematic uncertainty given
in Eqs. (23) and (24).

DETMOLD et al. PHYSICAL REVIEW D 88, 014512 (2013)

014512-6

Ep − mp (GeV)Ep − mp (GeV)

F± = F1 ± F2



Form factors, physical limit

physical pion mass and the continuum limit using our
simple fit models (18) and (20) with a small number of
parameters cannot be expected to completely remove the
errors associated with the unphysical light-quark masses
and nonzero lattice spacing. As discussed above, we did
not use chiral perturbation theory, and we ignored the fact
that some of our lattice results are partially quenched.
Similarly, our fit models assume a particular EN depen-
dence of the lattice-spacing errors, which was not derived
from effective field theory. Following Ref. [23], we esti-
mate the resulting systematic uncertainties by comparing

the form factor results from our standard fits to those
from fits with the parameters c!, c1;2 or d!, d1;2 set to
zero. In the energy range 0 " EN #mN " 0:7 GeV, the
maximum changes when setting c! ¼ 0, c1;2 ¼ 0 are 3%
for Fþ, 3% for F#, 1% for F1, and 13% for F2. In the
same range, the maximum changes when setting d! ¼ 0,
d1;2 ¼ 0 are 2% for Fþ, 2% for F#, 3% for F1, and 4% for
F2. None of these changes are statistically significant;
nevertheless we add these percentages in quadrature to
the uncertainties from the current matching and from the
finite-volume effects.

FIG. 2 (color online). Fits of the form factor data for Fþ and F# using Eq. (18). In the upper six plots, we show the lattice results
together with the fitted functions evaluated at the corresponding values of the pion mass and lattice spacing. In the lower plot, we show
the fitted functions evaluated at the physical pion mass and in the continuum limit. There, the inner shaded bands indicate
the statistical/fitting uncertainty, and the outer shaded bands additionally include the estimates of the systematic uncertainty given
in Eqs. (23) and (24).

DETMOLD et al. PHYSICAL REVIEW D 88, 014512 (2013)

014512-6

whereQ is the static heavy-quark field, and to one loop, the
matching coefficients are given by [40]

c! ¼ 1" "sð#Þ
$

!
4

3
þ ln

"
#

mb

#$
; (33)

cv ¼ 2

3

"sð#Þ
$

: (34)

Here we set# ¼ mb. We can now use Eq. (3) to express the
matrix element A# in terms of the form factors F1 and F2:

A# ¼ !uNðp0; s0ÞðF1 þ 6vF2Þðc!!# þ cvv# " c!!#!5

þ cvv#!5Þ
ffiffiffiffiffiffiffiffiffi
m"b

p
u"Q

ðv; sÞ: (35)

The factor of
ffiffiffiffiffiffiffiffiffi
m"b

p
in Eqs. (32) and (35) results from the

HQET convention for the normalization of the state
j"Qðv; sÞi and the spinor u"Q

ðv; sÞ. We can make the

replacement
ffiffiffiffiffiffiffiffiffi
m"b

p
u"Q

ðv; sÞ ¼ u"b
ðp; sÞ, where p ¼

m"b
v, and the spinor u"b

ðp; sÞ has the standard relativistic
normalization. A straightforward calculation then gives the
following differential decay rate:

FIG. 3 (color online). Fits of the form factor data for F1 and F2 using Eq. (20). In the upper six plots, we show the lattice results
together with the fitted functions evaluated at the corresponding values of the pion mass and lattice spacing. In the lower plot, we show
the fitted functions evaluated at the physical pion mass and in the continuum limit. There, the inner shaded bands indicate
the statistical/fitting uncertainty, and the outer shaded bands additionally include the estimates of the systematic uncertainty given
in Eqs. (25) and (26).

DETMOLD et al. PHYSICAL REVIEW D 88, 014512 (2013)
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Decay rate Λ ➙ p µ ν

Here, the first uncertainty originates from the form factors,
and the second uncertainty originates from the use of the
static approximation for the b quark. With future experi-
mental data, Eq. (42) can be used to determine jVubj.

VI. DISCUSSION

We have obtained precise lattice QCD results for the
!Q ! p form factors defined in the heavy-quark limit.
These results are valuable in their own right, as they can
be compared to model-dependent studies performed in the
same limit, and eventually to future lattice QCD calcula-
tions at the physical b-quark mass. For the !b ! p‘! "!‘

differential decay rate, the static approximation introduces
a systematic uncertainty that is of order !QCD=mb " 10%
at zero recoil and grows as the momentum of the proton in
the!b rest frame is increased. The total uncertainty for the
integral of the differential decay rate from q2 ¼ 14 GeV2

to q2max ¼ ðm!b
!mNÞ2, which is the kinematic range

where we have lattice data, is about 30%. Using future
experimental data, this will allow a novel determination of
the CKM matrix element jVubj with about 15% theoretical
uncertainty (the experimental uncertainty will also contrib-
ute to the overall extraction). The theoretical uncertainty is
already smaller than the difference between the values of
jVubj extracted from inclusive and exclusive B meson
decays [Eqs. (1) and (2)], and can be reduced further by
performing lattice QCD calculations of the full set of
!b ! p form factors at the physical value of the b-quark
mass. In such calculations, the b quark can be implemented
using for example a Wilson-like action [41–43], lattice

nonrelativistic QCD [44], or higher-order lattice HQET
[45]. Once the uncertainty from the static approximation
is eliminated, other systematic uncertainties need to be
reduced. In the present calculation, the second-largest
source of systematic uncertainty is the one-loop matching
of the lattice currents to the continuum current; ideally, in
future calculations this can be replaced by a nonperturba-
tive method. We expect that after making these improve-
ments, the theoretical uncertainty in the value of jVubj
extracted from !b ! p‘! "!‘ decays will be of order 5%,
and comparable to the theoretical uncertainty for the
analogous "B ! "þ‘! "!‘ decays.
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FIG. 5 (color online). Our predictions for the differential decay rates of !b ! p#! "!# (left) and !b ! p$! "!$ (right), divided by
jVubj2. We only show the kinematic region where we have lattice QCD results for the form factors Fþ and F!. The inner error band
originates from the statistical plus systematic uncertainty in F'. The outer error band additionally includes an estimate of the
uncertainty caused by the use of leading-order HQET for the b quark. The plot for !b ! pe! "!e is indistinguishable from !b !
p#! "!# and is therefore not shown.
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Comparison: Λ vs. p final states
Flavor physics with Lb baryons Stefan Meinel
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Figure 4: Final results for the HQET form factors F± = F1 ±F2 for LQ ! L (left) and LQ ! p (right). The
shaded bands show the total (including 8% systematic) uncertainties.
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Figure 5: Differential branching fraction of Lb ! L µ

+
µ

�, calculated in the static approximation for
the b quark [2]. The inner error band originates from the uncertainty in F± as shown in Fig. 4. The
outer error band additionally includes the uncertainty associated with the static approximation, estimated
as

q
L2

QCD + |p0|2/mb. The vertical yellow bands indicated the excluded regions around the J/y and y(2S)

resonances, where the neglected long-distance effects are dominant. The experimental results are from
Refs. [25, 26].

describe the strong nonperturbative enhancement of the matrix elements of O1 and O2 that is ex-
pected for

p
q2 near the mass of a charmonium resonance with JPC = 1��, so one has to stay away

from these regions. Besides the missing long-distance effects, the largest source of uncertainty in
this calculation is the static approximation (for q2 . 13 GeV2, there is an additional unquantified
uncertainty associated with the extrapolation of the form factors). Also shown in Fig. 5 are exper-
imental results from CDF [25] and LHCb [26]. These currently agree with our Standard Model
calculation, but given the large uncertainties, there is still room for possible new physics. The
LHCb results are based only on the 2011 data, and results with much higher statistics are forth-
coming. With more data, an angular analysis of Lb ! L(! pp

�)`+`� will also become possible.
Figure 6 contains two examples of angular observables: the lepton-side forward-backward asym-

7

EΛ − mΛ (GeV) Ep − mp (GeV)

figure from S Meinel, Lattice 2013

F± = F1 ± F2

Error bands: statistical + 8% lattice systematic uncertainties



Differential b.f. Λb ➙ Λ µ+ µ−
⇤b ! ⇤ `+`�
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S Meinel, Lattice 2013, update of Detmold, Lin, Meinel, Wingate, PRD87 (2013)

Note: C9NP < 0 would imply a decrease in the b.f.



Beyond the static approximation

✤ S Meinel is extending the calculation beyond static action 

✤ RBC/UKQCD lattice ensembles 

✤ Relativistic heavy quark action: Fermilab method with 
nonperturbatively tuned coefficients.  (RBC/UKQCD collab) 

✤ “Mostly nonperturbative” operator matching (Fermilab) 

✤ Replace pole model with z-expansion 

✤ Result: dramatic reduction of systematic uncertainties



Λb ➙ p form factors
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S Meinel at FPCP 2014



Predicted precision
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Total uncertainties shown.

S Meinel at FPCP 2014



Conclusions

✤ First lattice calculations of Λb form factors 

✤ Λb ➙ p l− ν : Novel method to determine |Vub| 

✤ Λb ➙ Λ l+ l− : complements B ➙ K (*) l+ l− and Bs ➙ φ l+ l− 

✤ Look forward to experimental measurements 
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