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Outline 

ÅCosmic rays and their questions beyond EeV 

ÅPierre Auger Observatory 

ÅProcessing of measured and simulated data 

ÅSelected results 
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Cosmic Ray Flux 

Knee 
(proton limit?) 

2nd Knee  
(iron limit?) 
[KASCADE-Grande 2013] 

Ankle 
(Galactic vs. Extragalactic 
or 
dip by ǇҌʴCMB -> p+eҕ ?) 

UHECR 

Suppression 
by GZK for p 
or 
acceleration 
limit? 
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[R. Engel 2011] 



Sources and Propagation 
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D. Allard 2009, arXiv:0906.3156 [astro-ph.HE] 

[J. Cronin] 

[A. M. Hillas 1984] 

ÅWhere do they come from ? 
ÅDifficult to explain the origin at 1020 eV 
ÅWhat is the composition ? 

ÅLimited distance 
ÅWhat is the composition ? 

ÅDeviations in magnetic fields 
ÅWhat is the composition ? 

http://arxiv.org/abs/0906.3156
http://arxiv.org/abs/0906.3156
http://arxiv.org/abs/0906.3156


Extensive Air-showers 

Isotropic 
fluorescence 
emissions of N2 

Fluorescence 
telescopes 

Array of surface detectors 

Colimated 
Cherenkov light 

ground 

muon detectors 

ÅElectromagnetic cascade 
from decays of ̄0 

ÅMuons from decays of ̄ҕ 

More than 1010 particles for 
UHECR (~90% energy in EM) 

Too excessive for MC  
-> thinning 
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[J. Knapp] 



Pierre Auger Collaboration 

More than 500 members from 19 countries 
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Pierre Auger Observatory 
ÅSD on 3000 km2 with well 

defined aperture 
Å1600 (Main array) + 71 (Infill) 

water Cherenkov detectors 
ÅSpacing 1500m (E > 1018.5 eV) 

+ spacing 750m (E > 1017.5 eV) 
ÅLargest exposure in the world 

 
Å24 (FD) + 3 (HEAT) 

fluorescence telescopes on 
4+1 sites 
ÅHybrid technique of 

detection (FD+SD) 
ÅAtmospheric monitoring 
ÅPioneering radio detection 

Water Cherenkov 
tank 
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Surface Detector 

ÅWater Cherenkov tanks sensitive to muons and EM component 
Å 100% duty cycle 
Å Signal attenuation corrected by the CIC method 
Å Energy calibration using FD, resolution 17-12 %, angular < 1ϲ above 10 EeV 
Å For zenith angles > 60ϲ SD signal from muon component 
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Lateral distribution 
S(1000) ~ E 



Fluorescence Detector 
ÅCalorimetric measurement  

 (+ correction for invisible energy) 

Å13% duty cycle 

ÅHybrid detection improves the precision 
of shower reconstruction 

ÅObservation of Xmax in FOV 
ÅEnergy resolution 7-8% 
ÅSystematic uncertainty decreased to 14% 

Xmax 
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Integration of G.H. fit -> cal. energy 

13m2 

440 
PMTs 



ÅCDAS for SD, FDAS for FD ς raw data 
ÅSoftware framework   
ïfor reconstruction of sim and real events 

ÅAdvanced Data Summary Tree 
ïcompressed 
ïvisualization of event detection (previous pictures) 

ÅHerald ς independent reconstruction 

ÅSimulations of showers on GRID 
ÅCORSIKA-shower physics, Offline ς detector response 
 (1 typical 1020 eV shower about 20h) 
ÅReal data stored in Lyon, Fermilab 
ÅSim data distributed on the GRID  
 (500 TB, 3x107 files) 

 

Data Processing 

Auger in top ten of CPU 
consumption 
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ATLAS 

ALICE 
CMS 

LHCb 



Å Interface to Event and Detector 
information in C++ 
ïsame framework for sim and real 

data 
ïXML configuration files 

Å Access to many data sources and 
data formats 
ïGenerator level (CORSIKA, 

CONEX, AIRES, SENECA, ...) 
ïDAQ (CDAS, FDAS, ...) 
ïDatabases of calibration 

constants, atmosphere, ... 
ÅCommon utilities (geometry, math, 

physics, ...) 
ÅEasy implementation of detector 

enhancements (modular structure) 
ÅGeneral framework - used by other 

projects 

~25 000 lines of code per year ! 
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[T. Paul] 

[T. Paul] 

Auger Offline 
Software 



Production System ->  

ÅCustom production system with MySQL DB 
ïset of submission and output retrieval scripts with 

retrials 
ïhandles 1000s of simultaneous jobs 
ïcontinuous effort needed to reflect GRID development 

ÅPlans to migrate to DIRAC 
ïsupported by DIRAC consortium 
ïused by several projects (LHCb, Belle 2, CTA, ...) 
ïpilot jobs proved to increase efficiency 
ïdistributed data management system 
ïweb interfaces, monitoring, file catalogue 
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LFC-DFC comparison 
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Database footprint 
DFC: ~15 GB vs LFC: ~ 36 GB 

(3x107 files) 

[J.Chudoba, A.Tseregorodtsev, P.Tylka: 
LFC vs DFC, ISGC, Taipei 2014] 

1 client 5 clients 

10 clients 20 clients 


