flo]
I
“IH

Genomics Research Overview
From Genome Sequencing to Watson

Kathy Tzeng, PhD, World-wide Technical Lead, Genomi ¢ Solutions, STG
Janis Landry-Lane, World-wide Director, Genomic Sol  utions, STG
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e http://www.mskcc.org/videos/mskcc-and-
Ibom-collaborate-applying-watson-technology-
help-oncologists
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Evolution of DNA Sequencers

Qutput per instrument run _

2005

2001

2002

2003

2004

2006 2007 2008 2009 2010

Source: A decade’s perspective
on DNA sequencing technology
Elaine R. Mardis Nature, Volume:
470, Pages: 198-203 Date
published: (10 February 2011)

— q--~—-—""'_'_'d_'_’_. =

ABI 3730x! 454 G5-20| Solexa/lllumina ABI SOLID Roche/d54 | lllumina GAllx, | llumina Hi-Seq
capillary pyrosequencer sequence sequencer Titanium, SOLID 3.0 2000
sequencer analyser IMumina GAIl
2001 2002 2003 2004 2006 2006 2007 2008 2009 2010
v ® ? o » . ’ ®
1,000
1,000 Genomes, Watson Genomes pllot
Draft human Human Microblome genome and HapMap3
genome HapMap Project begins. | ENCODE Project begins projects begin publication publications

ENCODE Project| First tumour;narmmal|
pilat publications! genome publication|

Human genetic

syndromes publications

$149,000

T ———
Life Technology lon Proton Sequencer (late 2012)

http:/mvww.youtube.com/watch?v=0KhxoGcr4Rk

{

$740,000

lllumina HiSeq 2500

Oxford Nanopore GridlION (20147?)

Proton 1 Sept 2012 10Gb 2-4 hrs 200 bp $999
Proton 2 Mar 2013 100Gb 2-4 hrs >200bp <$999
HiSeq 2500 Mid 2012 600Gb 11 days 150bp $11,000
3

IBM DNA Transistor Nanopore based (?)
© 2014 IBM Corporation
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Path for Genomic Medicine

Understanding
the Structure of
Genomes

| f"ﬂ

Understanding
the Biology of

Genomes

Understanding
the Biology of
Disease

7ATEOTARRR

Advancing
the Science of
Medicine

o

§
L
b
=

Improving the
Effectiveness of
Healthcare

What needs to be performed

=Sequencing of
genome (not just
humans but other
organisms)

=Genome assembly

=Variant call (SNPs
identifications)

*Human genetic
variation analysis

sStructural variants

=Transcriptome
analysis
=Epigenome
analysis

=Metagenome
analysis

=functional
genomics

= comparative
genomics

=genomics
annotation

sGenotype-
Phenotype
relationship (GWAS,
Epistatic analysis)

=*QTL Analysis

=Biomolecule
interactions
(pathway)

*Modeling (systems
biology)

=Chemical
genomics

=Genome based
drug discovery

*RNAI
development

=sStem Cell
research

=Protein simulation

=Multi-scale organ
simulation

=Diagnostic

=Genetic
counseling

=Personalized
treatment

*Prognosis
=Preventive

=Long term life care

Our solution steps:

4

IBM confidential

Healthcare
© 2014 IBM Corporation
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GENOMICS- saving lives

e J":r,'.- ol - s
ey

e 2002: Lukas Wartman about to graduate from WashU Medical School

e 2003: Dr. Lukas Wartman, diagnosed with Leukemia

e 2004: chemotherapy, cancer in remission

e 2011: cancer relapsed, marrow transplant didn’t work

e 2011: WashU doctors started genomic medicine effort

e Aug31l: WashU Genome Center started sequencing Dr. Wartman’s cancer DNA and RNA
e Sept: RNA sequencing revealed overactive FLT3 gene in cancer cell

e October: Sutent was administrated and Leukemia in full remission

55 © 2014 IBM Corporation
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The Diverse Biospace

Healthcare: Genomic
Medicine
a4
Genonic based
personalized

and preventive
healthcare

('S ELECTRIC
Advanced

biosensors and
bioelectronics

Accelerate drug
discovery,
development,
and
manufacturing

Salt, drought,
diseases tolerant
crop to expand
arable land

Efficient, Safe,
and healthy
meat
production

Probiotics and
neutraceuticals
for disease
prevention and
aging care

Energy, Environment, and.
Natural resources

Next
generation
inexpensive

biofuel

Carbon capture
and
Bioremediation
for clean air,
water and soil

Rare earth,
precious metal
collection

Chemical, Pharmaceutical
and Consumer Products

Green
Chemistry:
Bioplastics and
enzymes

Functional
polymers such
as spider silk
and tires

Cosmetics and
personal care
products

© 2014 IBM Corporation
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Next Generation

Genomics: Advances that
will Transform Life, Business,
and the Global Economy

“Next-generation genomics
marries advances in the science
of sequencing and modifying
genetic material with the latest
big data analytics capabilities”

Potential economic impact, 2025
Low High

700B-1.6T (US$)
Next Generation Genomics
Wz} Fast, low-cost gene
FA sequencing, advanced
big data analytics, and

synthetic biology
(“writing” DNA)

Source: Disruptive Technologies: Advances that will
Transform Life, Business, and the Global Economy.
McKinsey Global Institute, May 2013

Insights from an
Industry Expert

“Through all the ‘omics
revolutions, biology is turned
into an Information Science”

“We have massive amounts
of information at the top in
the cloud,
with users at the bottom in
different industries. The
biggest barrier to any real
use is the lack of
standardization and
connectivity”

Burrill and
Company

July 8, 2013

IBM Academy of
Technology Study on
Genomic Medicine

Entire segments of genome
analysis are expected to grow. In
particular, downstream analysis is
growing fast

2010 2020
Sample
Collection, -
Exp. Design

Sequencing

Data Mgmt. $0.7B
Data Reduction
Downstream $2.1B

Analysis

0%
TOTAL: $2.8B $41B

Source: Sboner et al. Genome Biology 2011, 12:125

© 2014 IBM Corporation
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Eric Schadt, Director, Icahn Institute for Genomics and
Multiscale Biology, Mount Sinai School of Medicine

» How does Supercomputing prove useful in Medical res earch?

» There are two main paths. One is in managing the amo  unt of data
that can be generated today in the medical arena, t  hings like DNA
seguencing. For example, a whole genome sequence o  f a cancer
patient would generate a terabyte of data. If you imagine doing many
hundreds of thousands of individuals, you’re now in to the peta-and
even exabyte scales of data. Managing and processing that

information down to something that can be medically actionable
requires supercomputing infrastructure and expertis e.
» And then the other path would be coming up with predi ctive

models of disease based on the subtype of diseasey  ou have
and what treatments may best target that subtype of disease,
employing very sophisticated mathematical algorithms that
require supercomputing to execute in a timely fashion.

8 © 2014 IBM Corporation
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BM Supercomputing Leadership

OP500 November 2013 a
®
: S00
O SUPERCOMPUTER SITES
ElDel|

O =

O Semiannual independent ranking of the
0 top 500 supercomputers in the world

= R

“RIBM
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| | | |

IBM supercomputing leadership
v'Most installed aggregate throughput with

June 2014 Number of PetaFlop (()Stlle:er/?)Petaﬂops out of 250 Petaflops

Systems _ _
= |BM leads for 29 Lists in a row

Atipa, 1 v'"Most in TOP 10 with 5)
NUDT, 2

Fujitsu, 3

HP, 1 SGI, 3 v'Most in TOP 20 with 7, most in TOP 100
Dell, 1 with 35
. IBM, 12 v'"Most 1 Petaflop or greater systems with
Dawning, 1
11 out of 31

Cray, 10 Bull, 3

v'Fastest Intel based system [x86-only]

v'20 of 25 most energy-efficient systems
R
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Washington University Genome Institute

10

As one of only three NIH funded large-scale
sequencing centers in the United States, the
Genome Institute is helping to lead the way in
high-speed, comprehensive genomics. Since
its inception in 1993, the institute has played a
vital role in the field of genome sequencing,
receiving over $800 million in funding. The
Genome Institute began as a key player in the
Human Genome Project — an international effort
to decode all 6 billion letters of our genetic
blueprint — ultimately contributing 25 percent of

the finished sequence.

Leader in cancer genomics

A major goal of the Genome Institute is to advance
the emerging field of cancer genomics. In 2008, the
Genome Institute became the first to sequence the
complete genome of a cancer patient — a woman
with leukemia — and to trace her disease to its
genetic roots. Gl has since sequenced the genomes
of many cancer patients including those with
breast, lung, ovarian and brain tumors. The
Genome Institute has also initiated a major
landmark project with St. Jude Children’s Research
Hospital to sequence the genomes of several
hundred pediatric cancer patients.

© 2014 IBM Corporation
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HPC Infrastructure for High-throughput Genomics
Research— very large genomics center customer

™ Instrument Network (1/10 GbE)

® " Lab Network (1/10 GbE)

LSF

1M jobs in queue

/

Platform LSF l

ST N Sl S——

Workstations

>50 sequencing instruments

GPFS File System

2nd Analysis

Tertiary Analysis
(Variant, Pathway
Motif, Functional)

Chip-Seq)

Reference Mapping
(DNA-Seq, RNA-Seq,

2nd Analysis
Sequence Assembly
(de-novo, ref-based
Transcriptome)

15PB data on disk

Primary Analysis
Base Calling

\ Annotation

HPC Network (IOGbE)

HPSS Tape Archive

15PB data on tape

4

11
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areer Center

Making Cancer History”

MD Anderson Cancer Center Launches Massive 'Moonshot'’
Effort Against 8 Cancers

The teams will focus on personalizing treatment according to an individual's tumor
genes, assessment of the effectiveness of therapies being tried, better diagnoses
and early detection and reducing side effects of treatment.

IBM’s Watson technology is expected to play a key r  ole for the “adaptive learning
environment” that MD Anderson is developing, enablin g iterative and continued learning
between clinical care and research. There is standa  rdization of longitudinal collection,
ingestion and integration of patient’s medical and clinical history, laboratory data as well as
research data into MD Anderson’s centralized patien  t data warehouse. Once aggregated, this
complex data is linked and made available for deep analyses by advanced analytics to extract
novel insights that can lead to improved effectiven ess of care and better patient

outcomes. "One unique aspect of the MD Anderson On  cology Expert Advisor is that it will not
solely rely on established cancer care pathways to recommend appropriate treatment
options,” explained Lynda Chin, M.D., professor and chair of Genomic Medicine, at MD
Anderson. “Our cancer patients will be automaticall y matched to appropriate clinical trials by
the Oncology Expert Advisor.

With and more precise drugs, "we have many of the tools we
need to pick the fight of the 21st century” and find ways to defeat these cancers,
DePinho said.

12 © 2014 IBM Corporation
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Brief History of Genomic Medicine Activities at IBM

IBM Research leads the Academy of
Technology (AoT) Study

2013

IBM cross divisional team
formed

\

Building our IBM
portfolio

2014

Building an Reference Architecture

Create the IBM point of View

IBM W

Guardium

tson prototype built
on Platform, Softlayer

Sofﬂayer,HIPAA \

Optium

Platform
13 Computing

Aspera

ACAT Conference

August 2014

© 2014 IBM Corporation
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* Genomic pipeline is a series of HPC steps that need to
run at the right time and in the right order to mai ntain
throughput.

 Critical processes need to complete with no toleran ce
for failure in the clinical environment.

* There are inter-dependencies between steps

» Tools remove tedious manual tasks

* In the analytics, there are new dependencies on
external, distributed events

« Hard to diagnose why the workflow fails

Increasingly large, diverse and unstructured datase ts

14 © 2014 IBM Corporation
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— Address the need for a HPC Cloud offering for genom ics, translational science, and
personalized healthcare (IBM Platform Cloud Servic  es in Softlayer— built on our HPC
strength)

— Build a coherent public/private cloud offering (whi ch burst capability)

— Start modestly and scale -- add to existing IT resou  rces

— Partner with Best of Breed Application Providers

— Build the best of breed translational platform with partners

— Middleware, Hardware and the CLOUD are the roles of  IBM in genomics

— Utilize IBM Software, Services, and Watson when app  ropriate

— Create an ecosystem of applications that support th e science of genomic medicine

—IBM Research and IBM STG working alongside practiti  oners

Speed matters, workload throughput matters, the amount of data stored matters, long term

retention matters
15
15 © 2014 IBM Corporation
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—Utilize HPC best practices for this HPC workload in-ho use
 Total cost of ownership now includes power and cooli ng
* There are economies of scale that are important—scali ng s

not Moore’s law
—Utilize our consulting arm (GBS) to integrate scienti fic
requirements to a solution

—Utilize middleware to maximize the utilization, and Improves
workflow

—Design an infrastructure that avoids multiple copies of the data,
and have an archiving solution that meets scientific and funding

requirements. Can we effectively compress the data?

16 © 2014 IBM Corporation
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IBM Cloud analytics

Analytics

&
wgel

marketplace

IEM InfoSphere Biglnsights

Cost-effectively store, manage and
analyze big data

IBM InfoSphere Biginsights Enterprise Edition
provides big data analytics capabilities on-a..

Free

Create new cluster
Step 1 of 2: Cluster description and parameters

Relevance Most Popular Highest Rated

IBM InfoSphere Streams

Capture and analyze data in motion
£¢ IBM InfoSphere Streams is an advanced
; analytic platform that allows user-develope. ..

Free

Complete the fields below to describe your new IBM InfoSphere Biglnsights cluster. Required fie

Cluster description
Name:*

Description:*

Cluster parameters

Cluster size:*

Data automation

Object store username:

Object store APl key:

Import data location:

Map Reduce for Social Media Analysis

Test cluster for experimental analysis of social media
big data.

2nodes -
Specify total number of nodes of your new cluster

EEEEEEEEEEREEETRRRR
Specify the username of the object store account

S—

Specify the API key of the object store account

The offering includes
analytics clusters with
software and a management
portal

High performance analytics
clusters with monthly pricing
for large or ongoing BigData
analytics; Virtual Analytics
Clusters with hourly pricing
for short term use

For Big Data and Analytics

users: access to enterprise-
grade solutions, running on
the IBM Cloud

For Big Data and Analytics
vendors: your solution
provisioned on the IBM Cloud
for enterprise customers

Available 4Q in the IBM Cloud
marketplace

© 2014 1BM Corporation



IBM Genomic Medicine Reference Architecture

Reference Data
(Clinical Guideline, Best

Practice, and Insights)

Disease
Mechanism
Disease
RELINES

PETLLLLLLLT N
. e,

Personalized Healthcare

Data Explorer

Ref Dat Vo === NP | ==
eference Data — A Datastage GWAS
l

(PubMed, MeSH, UniProt) / 1 “
1

Clinical Operation

8 Clinical DW ™S Translational DW Search &
(EMR, Trials, PACS) Clinical DW| PDA tranSMART | PDApr——g Query

Molecular Diagnostics :
9 Zat0 Translational Hub
(BioBank, LIMS, Pathology)

Clinical Trial
Matching

Selection

Translational

Analyti .
ayilies Translational Research

Reference Data Genomics Repository Pathway

(BCL, FASTQ, BAM, Variant, CNV)
(TCGA, GEO, dbSNP, HapMap)

Omics Research /

(Proteomics, Cytometry) BaseCall Assembly VarCall
CLC bio CLC bio
[ Accelrys |

Next-gen Sequencing
Lab7, Open source applications
(Full-Genome, RNA-seq)

Research
Portal

Genomic
biomarkers

: _— Bioinformatics '
Genomics Pipeline Next-Gen Sequencing

IBM Technical Computing — 2014 © 2014 IBM Corporation
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IBM Genomics Medicine Reference Architecture

Middleware Applications

\

Storage

SSD/Flash l High-Perf Storagq Low-cost Storagel HA/DR Storagel Cloud Resources |

IBM Technical Computing — 2014 © 2014 IBM Corporation



recnical compb¥l G€NOMIC Medicine Reference Architecture

Reference Data

(Clinical Guideline, Best
Practice, and Insights)

—m=t_> ETL
[ Initiate | : DataStage
Wat Dis Adv. l

8 Clinical DW ™S Translational DW
Clinical DW| PDA tranSMART | PDA gu——g

Translational Hub

Reference Data
(PubMed, MeSH, UniProt)

Clinical Operation
(EMR, Trials, PACS)

Molecular Diagnostics
(BioBank, LIMS, Pathology)

Genomics Repository
(BCL, FASTQ, BAM, Variant, CNV)

Reference:bata
(TCGA, GEO, dbSNP, HapMap)

Omics Research
(Proteomics, Cytomelry)

| transfer [ |
[Sueams |

Next-gen Sequencing
(FuntGenome RNA-seq)

Lab7, Open scurce applications

Genomics Pipeline

BaseCall

Care Insights
PCé&l

Translational
Analytics

Pathway

Bioinformatics

Disease
Disease
Registries

PETLLLLLLLT N
. e,

Personalized Healthcare

Data Explorer

Clinical Trial
Matching

Search &
Query

Selection

Translational Research

B
=
w
&
"
=

Research
Poltal

Genomic
biomarkers

@
"
»
®
®
®
®
®
®

.
-

Next-&en Sequencing
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NGS System Architecture

T
N

Iatfoffn Software Stack
—

Scale-out cluster

Storage/GPFS Active Archive
HSM/HPSS/HSS

Scale-up SMP

© 2014 IBM Corporation
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bwaaln-t12-140-n3-k 2

bwa sampe -a 700 -P -0 1000

samtools view —bt

samtools sort

» Picard: java —Xmx8g -Djava.io.tmpdir MarkDuplicates.jar METRICS_FILE=metrics CREATE_INDEX=true
VALIDATION_STRINGENCY=LENIENT REMOVE_DUPLICATES=true ASSUME_SORTED=true TMP_DIR

* Picard: java -Xmx8g -Djava.io.tmpdir AddOrReplaceReadGroups.jar SORT_ORDER=coordinate RGID=sample_lane
RGLB=sample RGPL=illumina RGPU=lane RGSM=sample RGCN=center_name CREATE_INDEX=True
VALIDATION_STRINGENCY=LENIENT TMP_DIR

* Gatk lite: java -Xmx8g -Djava.io.tmpdir -T RealignerTargetCreator -nt 1
* Gatk lite: java -Xmx8g -Djava.io.tmpdir -T IndelRealigner -targetintervals -known 1000G _biallelic.indels.hg19.vcf

* Picard: java -Xmx8g -Djava.io.tmpdir FixMatelnformation.jar SO=coordinate VALIDATION_STRINGENCY=LENIENT
CREATE_INDEX=true TMP_DIR

» Gatk lite: java -Xmx#{JAVA_REQMEM}g -Djava.io.tmpdir -T CountCovariates —recalFile -knownSites:dbsnp,VCF
/gpfs/gpfs1/GENOME/SNP_INDEL_VCF/dbsnp_137.hg19.vcf -cov ReadGroupCovariate -cov QualityScoreCovariate -cov
CycleCovariate -cov DinucCovariate

 Gatk lit: java -Xmx8g -Djava.io.tmpdir -T TableRecalibration -recalFile -sMode SET_Q_ZERO -solid_nocall_strategy
THROW_EXCEPTION -nback 7 --baq RECALCULATE

*Gatk lite:java -Xmx4g -jar $GATK_BIN/GenomeAnalysisTK.jar -gim BOTH -R $REFERENCE -T UnifiedGenotyper —I

recalibrated.bam
© 2013 IBM Corporation



Platform Process Manager WORKFLOW

297 Isfadmin ... 3 2012-09-11 05:-16:40 2013-00-12 053854 Isfadmin 4th set

Flow: 222:Isfadmin:Genome SequencingB... (222)

| summany | ta | subtows o ([T o

| (subfiow: - 222:Isfadmin:GenomeSequencingBAMVCF: createVCFWorkFlow)

bwa aln_sam samtoolsViewSamToBam

ElLEl AN
[ |
= £ Hifl

CE_INPUT_FILE TYPE} = "FASTQ" B& | #{SINGLE FASTQ TOTAL) * 0 || #/PAIR_FASTQ TOTAL} =0

source input_file_| samtonlsSortBam piﬁard markdup picard_readgroups -
| W 2/SOURCE_INPUT_FILE TYPE} = "BAM" && 2[BAM_TOTAL} = 0 A\ LY | LY N i
> = M=y s
M -: ‘ | 7 i

\ zlze
Falls

(2

gatk_rzaligner

k_vcf
| | gatk_InalignE; Pitia_te
| Pl 7 r L
| ={GENERATE_OUTBUT}=2

gatk_CountCovpfiates gatk_TableRecalibration Output_Type

= v : i '
| !‘§ \ ElsE\FinishEﬂ
b

b
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Platform LSF Scheduler Maximizes the Utilization of T
resource

Data Set: 37x coverage of whole human genomes
Workflow Input: 74 fastq.gz files, Workflow Output: Recalibrated Bam file
Dependency steps = Using LSF bsub—w option

1st Set 2nd Set 3d Set 4th Set  Total Sets

10.06 hrs | - |  -e- | e 10.06 hrs
1 set on 8 nodes

19.02 hrs | 209 hrs | 21.26 hrs | 25.07 hrs 25.10 hrs
4 sets on 8 nodes

g@ © 2014 IBM Corporation
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Wholly-Integrated Data and Workflow Management for NGS Using

Lab7 ESP™ on IBM Power Systems

As the costs associated with Next Generation
Sequencing (NGS) continue to drop, the
technigue is becoming increasingly attractive to
researchers and clinicians who previously would
not have considered it, transforming the life
science and healthcare industries, and making
personalized medicine a reality. Traditionally,
MNGS laboratories have been in large research
institutions that ha\re enjoyed the luxury of
having i ed |T infrastruct and
bicinformatics t&ama I:hat could manage the
flood of data generated by NGS instruments.
The toois and methods developed in these
institutions, however, are not easily replicated to
work well for the newest adopters of NGS, so an
integrated hardware and software solution is
needed to makes data management and analysis
more approachable to these newcomers.

The landscape for the management, analysis,
and reporting of NGS data is strewn with an
increasingly large set of software tools that
independently address specific portions of the
overall workflow. While this collection of tools
offers flexibility to researchers, there are

Informatics.

languages, file types, and references. As a
consequence, data fiow through these dlsperate
tooks is far from ed, and p

data, critical to regulated environments, is
difficult to maintain.

With the Lab? Enterprise Sequencing Platform™
{ESP), the basic principles of enterprise
software are brought to the NGS community by
bringing together the disparate functions
required to operate an NGS lab under one
functional umbrefla. The Lab7 ESP combines
sample tracking and protocol management with
powerful data analysis, reporting, and
visualization tools that previously had to be run

() [ ] o [ e Bl e e

Figure 2. Data provenance through the NGS workfiow

independently. All of thesa functional elements
are built upon a rebust workflow engine that
provides the link 1 each f

component to ensure rigorous data provenance
throughout the workflow process.

The IBM / Lab7 Advantage for NGS

In addition to the complexitiss of software for
data management, genomic seguencing and
fysis reguires tremendous compute power

Figure 1- Typical NG5 data workfiow and Lt ESP
funchonal components
significant hurdies to implementing collections of
these tools in production environments. For
instance, each tool is typically developed under
conditions that are completely independent to
other tools, using different programming

and storage capacity.

Lab7 and IBM deliver reliable NGS management system
clinicians

188 Plaform LEF |

5
3
=

A compute architecture using IBM® Power
Systems and IBM's flagship General Parallel
File System tGPF’S‘ ) defivers outstanding
performance for such demanding requirements.

The Lab7 ESP, a comprehensive enterprise
NGS software, is now fully enabled on IBM's
Power Systems and integrated with Platform
Load Sharing Facility (LSF). This combination
allows large amounts of NGS data and end-to-
end workflows to be tracked, managed,
analyzed, and vizualized with efficiency and
reliability through the inclusion of the following
functional components:

=  LIMS Lite - NGS sample tracking and
protocol management

= Pipeline Manager - Data analysis
management

= Reporting and Visualization - Custom
report generation

= Genomic Data Manager - Genomic
reference management (£.g9. genomes,
genome versions, annotations,
ontologies)

The IBM Power Systems Solution

|IBEM Power Systems delfiver trusted, state of the
art technology at the small, mid, and enterprise
computing levels, and are broadly deployed in
preduction envirenments worldwide. These
systems compete with x86 servers on cost,
while delivering greater performance, higher
utilization, and superior availability.

Higher performance per core achieved on Power
Systems through:

for

= Massive parallefism (threads} compared to
xBE

= Higher clock frequencies

s d-way SMT per core

# Larger POWER L3 on-chip cache

= PowerVYM placement optimization

Intel vy Bridge | POWERT+

Clock rates per 27 GHz 381 GHz
| processor

Symmetric mule- Z "

threading per cors

Cn-Chip L3 Cache 30 MB S0 MB

Max threads per 48 128

semer

Also Power Systems are larger servers that
have up to 128 threads per server and superior
memory performance. With so much compute
power consolidated together, Power Systems
can provide cutstanding performance for NGS
workioads, especially for workloads that are
highly parallelized andifor have large memory
footprints.

Besides superior performance, POWER

systcms also provide:
Industry leading RAS features that reduce
downtime, and

# Industry leading virtualization features that
reduce energy and IT costs and better
manage growih without adding complexity.

IEM GPFS

The growth of data has placed a strain on life
science research as organizations add more
storage hardware. Traditional network-attached
storage solutions are restricted in performance,
security and scalability. The IBM General
Parallel File System (GPFS) overcomes these
izsues by not only enabling high-performance,
file-based storage access. it also can help in
optimizing data management.

For I intensive workloads in NGS file systems
and storage play a blg role in performance.
GPFS's 'O p Sigl

benefit various NGS workloads. It also pruwdes
benefits such as seamless capacity expansion,
improved enterprise wide efficiency,
commercial-grade reliability, business confinuity
and the fiexibility of supporting a wide vanety of
platforms.

IEM Platform LSF

© 2014 I1BM Corporation
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IBM Systems and Technology Group
Solution Brief

Highlights

Faster time-to-market for new drugs -
Faster NGS aillows companies to bring drugs
to the market easfier, saving them millions of
daliars.

Faster NGS fundzmentslly transforms the
discovery and devslapmant of drugs and the
delivary of therapies.

Agile and Versatile - Next Generation
Saquancing {NGS) Collsction provides
reseachens with & versatile and agie platform
0 anshyzs end mterpeat massiva datasats

by DNA

Extraordinary Performance - Campute

architecturs using 1BM System x iDataPlax

systems and IBM SONAS delivers outstanding
for NGS 2

Reduced Gosts - Haif-depth design provides
power and coaling efiiciencies and ultimate
data conter space savings and is sssy to
deploy, integrats, sarvica and manage.

L2M

Optimized NGS Solution

Accelrys Enterprise Platform
NGS Collection Delivers Superior
Performance on IBM iDataPlex

and IBM SONAS - Complete Human
Genome Mapping in a Couple of Hours, Not Days.

Rescarch mams using next gencration sequencing (NGS) technalogies are
facing the daunting challenge of supporting compute-intensive analysis
methods against perabytes (PB) of data while simulaneously kecping pace
with rapidly evolving algorithmic best practices. NGS users can now solve
these challenges by deploying the Accelrys® Enterprise Plarform”™ (AEP)
and the NGS Collecion on new systems offerings from IBM®,

Analysls of whala genome data requlres massivé computa pawer & drive diverse
algoritms and analysis ook, Accelrys Pipeling Pilor running on 1BM hardwara provides an
aptimal anviranmeant far the rankd sxtraction of biolagical meaning fram NGS dats

Fastcr and affordable NGS is fund Ay fi the healthcare
and life sciences industrics. By i mprm—mg time-to-market for preventive
and lized medicine, o
distnvery and devilopint whie delivering Innovative therapies.

can save millions of dollars in drug

“The Next Genertion Sequencing (NGS) Calledtion provides rescarchers
with 2 vematile and agile Hatform to analyz and interpret the massive
damsets generated by current DNA sequencing instruments, Using pre-buile
protols, rescarchers can perform common computational workfows such
as Dhe novo sequencing, mapping 1o reference sequences, and variation
detection. With the component mllection, they can easily create other NGS
porocols railored m their needs The AFP NGS Collection supports native
dam formarts from all the major <aquem:|r|gundnrs allowing researchers m
axploit the gths of each seq I and even combine results
to augment analyses and interpr@ton.

IBM Systems and Technology Group
Solution Brief

‘Through rthe use of a flexible dam management repository, the
AEP MNGS Collection comg access
mapped reads, and genomic features, The data reader md
writers support common formats, such as SAM, BAM, GFF3,
or FASTC), 15 approg of industry-
leading algorithms in this n;nd]\« cwh—m.gdommn. By leveraging
the integrarion capabilities of the Accelrys Enterprise Platform,
other NGS applicatons and algorithms can be easily integrared
inro existing dara pipelines This helps researchers take

d of the larest i methods while
minimizing the effort required to modify existing pipelines,

The IBM - Accelrys Advantage for NG5

With the cost of sequencing a human genome close to $1000,
faster compuring not only saves moncy (cach day's delay in
hringing a drug to market costs millions of dnl.hr:), but also
makes NGS analyses and therefc 5 the
healthcare and life sciences industries.

>  asw
r Netwark

Atashod Stataga
(BPFS)
—_—
3 Compats Clystar Bctive Archive
e r _____+
s L
|BM relerance for Accalrys Entarprise Plattarm NGS coll

Bowtie2 119 437

For example, it mkes about rwo o three days w0 complere
human genome mapping with typical 3 coverage with the
widely used BWA mapping algorithm on a single node.

['he Biovia (Accelrys) and IBM Partnership Delivers

By running BWA with the AEP NGS Collection on the TBM
compute architecture, researchers have achieved significant
improvement in runtime,

mmmfmm on IBM |Dataplex
m swa

250 -

7
115
100 m
72
) I I
8 18 32 64

Numbar of Nodes

Similarly, it rakces 2 few days to complere human genome
mapping with typical X coverage using the open source
dgorithm Bowtic or Bowtie2 on a single node. Running Bowtie
or Bowtic2 with the AEP MGS Collection on the IBM computc
architecture, rescarchers have achicved significant improvement
n runbme.

AEP Bowth & Bowtie2 Meppers Pedarmance on 1BM iDataPlax
350 — [l Bowtie 4 processes/node, 8 thraads frocess with Splitier
[l Bowtie: 4 processas/nade, 8 Threxds/process with Spittar

100 294
250
g
= 206
E 200
=
B
B 150 140
3
99
100 78
50
50 52
" 37
8 16 12 ]

Humber of Nodes
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IBM Systems and Technology Life Seiences IBM Systems and Technology Lifc Sciences
IBM Technical Computing IBM Technical Computing
ESTABLISHING HIGH-THROUGHPUT "l simplify the deployment and management of the clusser,
PERFORMANCE TBEM Platform™ HPC provides 2 complete set of rechnical and
Because each human genome comprises over three billion base high performance computing (HPC) management eapahilites
pairs, whole geniomic sequencing requires tremendous process- in 1 single product. The rich set of out-of-the-box fearures
H P ing power and storage capacity in order to comrelate the varians reduces the complexity and cost of managing and running an
IBM an_d CLC blo d?I|ver in the genome with the relevant patient symptoms. Facing W“mdgmg“ﬁfhm;m;mﬂ;ﬁ“ﬂmm
incressed demand for sequencing, the industry is challenged AL REREITES Caghed t0- DR Sprove
- genomlcs Seql'_lenCIng 0 drive down cost while speeding up the assembly, mapping time-to-esuls and asses wilzssion.
i analytics solution sl ol sl -t pseon

Highlights

» IBM and CLC bio genomics sequencing
analytics solution for faster time to results

+ IEM Business Fartner Fe-Stors offers
turnksy sohuion

IBM and CLC bio provide an accelerated genomics research pladform
0 comvert sequencer data to usable genomic insighe.

Imagine a world where medical disgnoses and wresument regimens
are based on a person’s specific genenc makeup—reducing side effeces
and improving patent outcomes. That's the promise of personalized
medicine, which is rapidly becoming a reabity through advances in
genomic sequencing and analysis.

APPLYING GENOMIC SEQUENCING TO
THERAPEUTICS

Dr. Lukas Warnman has firsthand experience with the power of genomic
sequencing. A genetics researcher ar Washingron University in S¢. Louis,
M i, Dr W n ended up i the very disease he was
studying: adult acuee lymphoblastic leukemia. His condition deteriorated
rapidly, and there was no known wreatment for the cancer.

His colleagues decided o fully sequence the genes of both his cancerous
cells and healthy cells using the High Performance Compuring cluster
housed in the Genome Inssute at Washington University. They discov-
ered something completely unexpected: one of Dr. Warkman's normal
genes, FIIT3, was malfiuncuoning, producing massive quantites of a
protein that was feeding the cancer.

The team found a drug eypcally used wo control the overacive FLT3
gene in padents with kidney cancer. Dr. Warmman became the first
personmm!{eﬂnsdmg!nrbeukma,andhﬁcmcensnuwmrm
Dr. Wartman's case dem how g g enables
researchers o understand the role of genes in Iuc}:mg a specnﬁc CAMCET.

C juenty, cancer could be customized with drugs thar ar-
get a gene rather than the tumor or tssue where the cancer first appears.

Tb address these issues, IBM and CLC bio have undereaken

a joint effore to develop the TBRM Applicason Ready Soluson
for CLC o, a next-generanon sequencng (NGS) pladonm.
The system was buile for pracodoners, requining lirde T
administration, yet it is scalable, flexible and extendable. This
end-to-end solunon integrates a computing cluster buile on
advanced IEM hardware and software, CLC Genomics Server
sofeware for high-throughput sequencing, and CLC Genomics
‘Waorkbench clienv/deskrop software for analyzing and visualiz-
ing NGS dam.

‘The cluster compute nodes consist of TRM® Flex Syseem™
1240 powered by Intel® Xeon® ES-2680v2 processors. These
nodes are connected w an IBM Storwze®@ V7000 Unibed
nerwork amached smorage syseem thar consolidares block and
file worldoads. The Storwize V7000 Unified system also has a
single, easy-to-use management interface that suppons both.
hlock and file storage, helping w0 simplify administragon.

Srtorwize V7000 Unitied system supports file data sworage using
the IBM General Parallel File Syseem (GPFS™). With its
leading file system performance and ies ability to scale hased

on customer needs, GPFS is used in the world's largest high-
performance mrnpm:mg LHI’('} 1r|smlkmun5 in addition w
mainseream eeck Plus, CLC

hio software uses a shared—d:sl. Ele management soluson thay
provides fase, relisble access o NGS daa for opamizing
performance:

PROVIDING A SCALABLE, TURNKEY
SOLUTION

18M Application Ready Solution for CLC bio has been
developed in parmership with CLC bio w deliver 2 scalable,
high performance genomics sequencing platform based on an
IBM reference architecture. A rumkey soludon is available from
IBM business parmer Re-Store, LLC. It comes pre-integrated
with CLC Genomics Server and CLC Genomics Workbench
and indudes global suppore and service. The solution is easy
o deploy and use, simplifying 1T adminsstration and boosting
producevity. It has also been designed to scale as workloads
expand over ume. The solubon provides up ro 90 TH of
effective seorage capaciry, and adminiserarors can easily add
storage extensions and more compute nodes 2s necessary.

“These three snalyocs soludons have been benchmarked

for their mapping, variane calling and filtering performance.
CLC Genomics Workbench 6.5 and Pladorm HPC enabled
Genomics Server 5.5 were installed on an IBM server under
Storwize V7000 Unifed and GPFS. The benchmark was
execured using dhe 37x coverage human genome dam sex
(1,415,483,596 reads, 100 bp/read) and 150x coverage
Fxome reads (NA12878) from Illumina Genome Analyzer [T
Renchmarking showed that the change w0 Analytcs Solutions
will perform as follows (see Figures 1 on page 3).

© 2014 I1BM Corporation
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Comparison of Turnkey Solution Version | & Il

7 full human genomes per

15 full human genomes (37x) per

Sma” week week or 120 human exome (150x) per
week
30 full human genomes (37x) per
. 14 full human genomes week or 240 human exome (150x) per

per week

large

28 full human genomes
per week

60 full human genomes (37x) per
week or 480 human exome (150x) per
week

© 2014 I1BM Corporation



Power Systems

@

Performance Benchmarks of Trinity on Power Systems
-RNA de novo Assembly Benchmark

Elapsed Time (min)
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* De novo RNA-seq assembly benchmark run on 16-core Power7 740, Power7+ 740 and Power8
S824 running either RHEL6.5 or RHEL7.0
* All four benchmark cases show significantly faster execution time on Power8, with 2x, and 1.5x
better performance than P7 and P7+ with large cases (wild rice), respectively.

» Benchmarks on Power8 running RHEL7.0 performs 20-30% faster than on Power8 running

RHELG.5, which does not fully support P8 architecture features.



Genomics Solution-as-a-Service on SoftLayer

o
£
S
Q
©
=
o
S
o
c
[0
o

(@]
=
<
@)
)

c
8

S

@®
>

Raw Data

L

Genomics Application Portals

R S S S

Genomics

Genomics
Solution

Genomics
Solution

Solution

Users

Genomics
Solution

Genomics
Solution

IBM Platform Software [ GPES

trrrrrrntd

SoftLayer Cloud Service Provider

1@”

© 2014 IBM Corporation

IBM Technical Computing — 2014



Benchmark Result of BIOVIA NGS Workflow on SoftLaye r

Human Genome Reference Mapping Benchmark
SRX000600 experiment: a paired-end Illumina sequencing of HapMap: NA18507.
Data Size:

FASTQ files: 213 runs totaling ~158 GB compressed (~600 GB uncompressed);
Reference: human reference genome build 37.3: ~3GB data.

"] '_] Benchmark Time 4 Nodes 8 Nodes
i _ (hh:mm)

FASTO FASTQ Splitter Bowtie Short

Diirect for Parallel Read K =

i rizhoie b Bowtie 05:01 03:19
Bowtie2 06:45 03:53
FASTO FASTO Splitter Bowtie 2 Long BWA 04_-01 03 .22
Directory for Parallel Read Mapper - -

Reader Processing

@. 7 '- The workloads that usually needs days to

e o raier: St finish on.smgle node now can b.e completed in
Directory for Parallel  Read Mapper hours using BIOVIA NGS collection on

Reader Processing
SoftLayer HPC cloud. © 2014 IBM Corporation




Benchmark on a single SoftLayer node using CLC bio

Benchmark Time 37x Coverage 150x Coverage
(hh:mm:ss) Human Genome Human Exome
Benchmark NA12878
Mapping Preprocessing 00:16:40 00:02:38
Mapping 03:28:34 00:25:55
Post processing 02:52:13 00:19:07
Total 06:37:27 00:47:30
Variant Detections 02:47:50 00:08:57
Filter Known Variants 00:06:56 00:02:13
Total Time 09:25:17 00:58:40

Note: The 37 coverage workflow benchmark was comple  ted in 10 hours.

© 2014 1BM Corporation
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Benchmark results of CLC bio

4 workflows on 4 SoftLayer nodes simultaneously

Benchmark Time 37x Coverage Human Genome
(hh:mm:ss) 1 2 3 1
Read Mapping 07:43:13 07:22:32 07:41:32 07:43:03
Variant Detections 02:45:28 03:04:21 02:54:32 03:00:08
Filter vs. 00:06:56 00:07:32 00:09:10 00:07:15
Known Variants

Total Time 10:35:37 | 10:34:25 | 10:45:14 | 10:50:37

Note: This is to test the I/O performance on GPFS

© 2014 1BM Corporation



Use less on-line storage with data compression

IBM Research

Compression ratio (lossless)

Speed/throughput

project

gzip on Power7 with
FPGA board

On average 1:3 for fastq files

2.5GB/s on average (200 GB fastq can be
compressed in 80 second)

Parallelized CRAM

1:2 to 1:4 with respect to BAM files
depending on the sequencing depth
and other factors. (from FASTQ to

Achieved beyond 10 times speed up using
12 cores (approximately 0.5GB/min) FPGA
acceleration is ongoing.

compressed BAM ratio is 16X)

Data increase is a serious issue in genomics.
Since 2004, the data is doubling in every 5
months.

1,000,000 / 100,000,000

[NGs (bers)
| Doubling time 5 months |

10,000,000
100,000 -

1,000,000
10,000

Compression has been very slow and
scientists are reluctant using compression.

Hard disk storage (MB/S)

100,000
Doubling time 14 months|

10,000

1000

Disk storage (Mbytes/S)
(gxdq) Bususnbas yNO

Pistoia compression contest was held in 2012.
James Bonfield of Sanger Institute won with | e -
1:9 compression ratio and 0.1GB/min

CRAM is released late 2012 to compress BAM
file by EBI.

IBM Research is working on improving

compression for genomics data. Source: Baker M., Nature Methods 7, 495 - 499 (2010)
§35 © 2014 IBM Corporation
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IBM Genomic Medicine Reference Architecture
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Reference Data

(Clinical Guideline: Best
Practicgizand Insights)

Reference Data
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Clinical Operation
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Molecular Diagricsties
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Reference Data
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Omics Research
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Next-gen Sequencing
(Full-Genome, RNA-seq)
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Access

Data Integration & Information Extraction Analytics

Source

Publication nformation Extraction Insight Discovery
/ Watson Genomics Data Explore

System T, Lucene atson Discgvery Adviso :
el Analvtics Protot Data Explore

Dntologies

Predictive Analytics
o | R
|

_ GWAS
Clinical PLINK, IBM-GWAS Data Explore
Studies — S TranSMART
Workbench
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Case study: Gene-environment interaction analyses
School of Pharmacy and Pharmaceutical Sciences, SUN Y Buffalo

Challenge

* Scanning genomes of Multiple Sclerosis
patients to identify gene variations that
contribute to the risk of developing MS by
searching genetic and environment factors

» Developed a technique they call AMBIENCE
but was taken up 27 hours to run a simple
study

* Need supercomputer-level processing to
handle combinatorial explosion involved in
latest data mining methods for gene interaction
studies

* Deployed an IBM PureData data warehousing
appliance as their research analytics
infrastructure

38

» Process exponentially complex gene-
environment interactions more than
6,000X as fast as large high-
performance computing systems

27 hours to less than 12 minutes

Using the Appliance embedded R
functional

Carry out their research with little to no
database administration.

Proceed to more complex studies, build
more robust models

o OI'pE A :
SUNY Searches Big Data For Multiple
Sclerosis Causes

University at Buffalo
The State University of New York

© 2014 I1BM Corporation



Vanderbilt Medical Research
Hospital discovering
connections between drugs,
disease, and genetics to

provide better care

Challenge

Vanderbilt University School of Medicine (VUSM) is doing
groundbreaking work to identify the genetic basis of
diseases and drug response, to make new medical
discoveries.

Called the Synthetic Derivative, VUSM created a
database from a combination of 20 years of EMR data
and their DNA bank (BioVU). This provides researchers

with a rich resource to research disease patterns and
treatment protocols.

Traditional IT systems were impeding Vanderbilt's work.
Each iteration of an analysis often took weeks

Benefits

Reduce research timeline from up to 1 year to weeks — a
10 fold improvement

Helps researchers and clinicians connect genetic and
phenotypic markers to health outcomes.

Helps physicians correlate gene variance to the
effectiveness of specific drugs or the likelihood of an
adverse reaction.

Researchers can test more theories — even long shots.
Often this type of work can lead to unexpected insight

VANDERBILT §/ UNIVERSITY

MEDICAL CENTER
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IBM'’s Watson analyzes the human
genome to battle brain cancer

Glioblastoma, an aggressive
and malignant brain cancer,

people inthe U.S. each year.

New York Genome Center
and IBM are partnering in

a first-of-a-kind program

to accelerate the race to
personalized, life-saving
treatment for cancer patients.

© 2014 I1BM Corporation
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= NEED Analytics
= NEED High Performance Computing
= NEED High Performance Storage
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