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Motivation 
• A Higgs boson has been 

discovered at the LHC 

• Both CMS and ATLAS 

• Need to measure all the 
properties 

 

 

CMS-PAS-HIG-14-009 
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Introduction 
• Need a large, high purity 

sample of Higgs Events 

• Difficulties: 

– Small Br (HĄγγ, HĄZZĄ4l) 

– Large Background (HĄbb) 

• Focus on HĄ γγ 

• Cut-based analyses typical 
have small significance 

• Increasing use of machine 
learning techniques 

 

ATLAS-CONF-2013-012 

Category S / √B 

Unconverted central, low pTt 0.89 

Unconverted central, high pTt 0.61 

Unconverted rest, low pTt 0.84 

Unconverted rest, high pTt 0.58 

Converted central, low pTt 0.59 

Converted central, high pTt 0.47 

Converted rest, low pTt 0.67 

Converted rest, high pTt 0.48 

Converted Transition 0.40 

2-jets 0.75 
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MVAs for HĄγγ 

• MVAs are de rigueur in 
most LHC Higgs searches 
– CMS HĄγγ analysis uses >6 

BDTs  

– Outputs feed into each 
other 

• Ultimately end up with a 
single classifier 

• This is complex 
– Challenging to adapt to 

changing conditions 

– Challenging to understand 
systematic errors 

– Challenging to understand 
what deviations mean 

 

CMS-PAS-HIG-12-015 
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Linear Classifiers 

• Can we build a simpler MVA? 
– Inputs (hi) properties of the events 

– Weights are binary on/off 

• Downsides: 
– Need a large number of input 

variables 

– Probably cannot be trained by back-
propagation 

• Advantages: 
– Considerably more straightforward 

to use and understand 

– Easy to tweak as analysis requires 

– Needs a smaller training sample 
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BOX Diagram 

BREM Diagram 

Defining the Inputs 

• Two handles Ą photon 
kinematics 

• Signal events (S) come from 
resonant process 

• Background events (B) comes 
from continuum 

• Subtle changes in distributions 

• Don’t give the MVA mass 
information 

 

γ 

γ 

SIGNAL BORN Diagram 
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Samples 

• Signal Events:  ggĄHĄγγ (gluon fusion) 
– POWHEG NLO 

– mH = 125 GeV 

• Background Events: ggĄ γγ (all LO and NLO 
diagrams) 
– SHERPA 

– 120 < mγγ <130 

• Generator-level photon with realistic detector 
acceptance cuts 
– Require both photons with |η|<2.5 

– Require one photon with pT > 32 GeV and one with 
pT>25 GeV 
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Kinematic Distributions 

• Differences in 
distribution 
between signal and 
background 

• Identify 7 variables 
of interest 

Difference in Photon pT 

Subleading  
Photon pT 

Δη between 
photons 

(pT
1 + pT

2)/mγγ 

(pT
1 - p

T
2)/mγγ 

pT
1 /mγγ 

pT
2 /mγγ 

ΔR(γ1, γ2) 

pT
γγ/mγγ 

Δη(γ1, γ2) 
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Weak Classifiers 

• Convert kinematic distributions to 
weak classifiers (h) 

• Weak Classifiers:  
p(Signal | h>0) > p(Signal) 

• -1 ≤ h ≤ 1 
• Choose our conversion such that 

~70% of signal events have h>0 
– ~10% of S events have h = +1 
– ~10% of B events have h = -1 

Difference in Photon pT Subleading  
Photon pT 

Δη between 
photons 
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Additional Inputs 

• With two photons in the final state, there are 
a small number of independent inputs to give 

• Giving correlated information is helpful 

– Construct variables that are correlated 

– Worst case: the classifier marginalizes the variable 

• Give the networks products and ratios of the 
seven variables mentioned 

– Use the same procedure to transform the product 
to a weak classifier 

• Total of 28 variables to choose from 
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Training the Network 

K. Pudenz, D. Lidar. “Quantum Adiabatic Machine Learning”. Quant. Inf. Proc. 12 5 (2013) 2027-2070 

Machine Output: 
Definitions 

Per-event Error: 

Total Error: 

Constant 

Minimize this! 

Hamming Weight: 

Quadratic Unconstrained 
Binary Optimization 
(QUBO) 
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QUANTUM ANNEALING 
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Adiabatic Quantum Annealing 

• Adiabatic Theorem: For sufficiently slow 
evolution, a state that starts in the ground state 
of H(0) will end in the ground state of HP 
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Setup Hamiltonian: H(0) Problem Hamiltonian: HP 

T=0 T=tfinal 

Farhi et al. DOI: 10.1126/science.1057726 

Uniform superposition of  
possible qubit states 

State minimizing the energy 
of the problem  
Hamiltonian 

Problem Hamiltonian:   Ground state encodes the solution to the problem we are trying to 
solve 
Setup Hamiltonian: Ground state easy to construct 
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Adiabatic Quantum Annealing 

• Convert our QUBO problem to a Hamiltonian 

• Start from easy-to-construct ground state 

– Large transverse magnetic field 

• Gradually turn on our problem Hamiltonian 

– While turning off the Setup [H(0)] Hamiltonian 

• Should end up in the ground state of our 
problem 

– Solution to the QUBO problem 
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Converting QUBO to a Hamiltonian 

• Each qubit is a spin 
• Local magnetic field – (λ-2Ciy) 

– Penalty for spin mis-alignment 

• Coupling field – Cij 

– Penalty for neighboring spins misaligned 

• These terms can be taken directly from the QUBO 
problem 
– Simple conversion going from 0,1 weights to -1,+1 spins 

• Each variable corresponds to one node (qubit) in this 
graph 

1 2 

4 3 

C23 

λ-2C2y 
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• Find the minimum of 

Known to be NP-hard for non-planar graphs (Barahona, 1982) 

• Solve using Quantum Annealing 

Find the ground state of the Ising Hamiltonian 

using adiabatic interpolation from a transverse field 

Adiabatic Quantum Optimization 
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Goals 

• Want to train a classifier to identify Higgs 
boson events with similar power to traditional 
machine learning techniques 

• Measure this power using Receiver Operating 
Characteristic (ROC) curves 

• Measure the success probability as a function 
of the problem size 

– Expect harder problems to succeed less frequently 

• Understand the impact of the hamming 
weight parameter λ 
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Results 

• Paper being prepared for submission 

• We can find optimal classifier configurations 
using a Quantum Annealer 

– For small problems under consideration can check 
the correctness of the results by evaluating all 
network configurations 

• Compares favorably with a classical training 
algorithm (Artificial Neural Network trained 
using TMVA package) 
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Outlook and Conclusions 

• We have trained a classifier to recognize Higgs 
Boson events on a Quantum Annealer 

• Results will be published soon 

• Many further avenues for study 
– Different variable input schemes 

– Dynamic pruning of low-weight variables 

– Investigating performance under different smearing 
and efficiency regimes 

• Many additional types of problems can be solved 
with these techniques 

• Look forward to increased qubit count in future 
machines to train more sophisticated networks 
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BACKUP 

01/09/2014 A. Mott -- ACAT2014 20 



Transforming to Network Inputs 
• Want uniform inputs for each variable 

– Bounded range (e.g. [-1,1]) 
– Sufficient spread  

• Each input should behave as a weak classifier: 
p(x is Signal | h(x)>0) > p(x is Signal) 

 

- Truncate Distributions 
- Assign overflowing 
events to high/low bins 

- Invert distribution 
- Center at 0 

- Rescale distribution so 
it fills [-1,1] 
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DWave 2TM System 

• We run our problem on a DWave 2TM 
Quantum Annealer 

• System has 512 nominal qubits 

– Machine graph is not fully connected 

– Each qubit has connections to only 5-6 adjacent 
qubits 

– Cannot encode arbitrary 512 variable problems 

• System to embed smaller fully connected 
problem onto DWave  

– Embedding goes roughly as √(# of Physical Qubits) 
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DWAVE Graph 

• K4,4 is the basic sub-unit 

• These units are 
connected together in a 
specific way as shown 

K4,4 128 qubits 
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Embedding K16 in the 128-bit Dwave graph 
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C. Klymko, B.D. Sullivan, T. Humble. arXiv:1210.8395 
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Additional Properties 

• Each qubit is a pair of 
superconducting Josephson 
junctions 

• Able to apply a local magnetic 
and coupling field to neighbors 

• Computation runs at T~20 mK 

• Each run takes ~20 μs 
– Independent of # of qubits 

• Results are statistical in nature 
– Each run has a certain probability 

to produce the correct result 

• “Incorrect” results are usually 
nearly correct 
– Still useful for training the network Courtesy of D-Wave Systems Inc. 
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