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The LHCb Experiment
I LHCb is a single-arm (2 < ⌘ < 5) spectrometer at the LHC

I Precision beauty and charm physics: CP violation measurements, rare decays, heavy
flavor production

I Exploits the correlated production of bb pairs in the LHC environment
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 = 8 TeVs

I Time-dependent analyses require good time resolution: ⇠ 40 fs (VELO)
I Flavor tagging, final state discrimination needs excellent particle ID: (RICH)
I Rare decays and extremely small asymmetries require pure data samples with high

signal e�ciency: (Trigger)
2 / 23

The LHCb Trigger

Introduction

The Run I trigger

Level 0

Bu↵ering

HLT1

HLT2

Performance

Run II

Upgrade

Tracking

Selections

Conclusions

C. Fitzpatrick

05/15/2014

The LHCb Experiment
I LHCb is a single-arm (2 < ⌘ < 5) spectrometer at the LHC

I Precision beauty and charm physics: CP violation measurements, rare decays, heavy
flavor production

I Exploits the correlated production of bb pairs in the LHC environment

250m
rad

100mrad

0
/4π

/2π

/4π3
π

0

/4π

/2π

/4π3

π  [rad]1θ

 [rad]2θ

1θ

2θ

b

b

z

LHCb MC

 = 8 TeVs

I Time-dependent analyses require good time resolution: ⇠ 40 fs (VELO)
I Flavor tagging, final state discrimination needs excellent particle ID: (RICH)
I Rare decays and extremely small asymmetries require pure data samples with high

signal e�ciency: (Trigger)
2 / 23

• Single-arm spectrometer (2 < η < 5) @ LHC 

• Run 1 (2010-2012):   L = 4∙1032cm-2s-1 (2x design),   

• ~1.6 visible interactions/crossing  

• ⇒  30 kHz bb, 600 kHz cc within the acceptance 

• Precision flavour physics: CP violation, rare decays, …

The LHCb Experiment
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A typical event
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Typical Signatures
• B mass ~5.28 GeV/c2, daughter PT ~1 GeV/c 

• τB~1.6 ps, flight distance ~ 1 cm 

• Important signature: detached muons from  
from eg. B→J/ψX, J/ψ→μ+μ- 

!

• D0 mass ~1.86 GeV/c2, appreciable daughter 
PT 

• τD~0.4 ps, flight distance ~ 0.4 cm 

• Also produced as ‘secondary’ charm from B 
decays.
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Typical Signatures
I Beauty and charm hadron typical decay topologies:

PV

SV
L

IP
p p

PV
SV

L

IPp p

I B± mass ⇠ 5.28 GeV, daughter
pT O (1 GeV)

I ⌧ ⇠ 1.6 ps, Flight distance ⇠ 1 cm

I Important signature: Detached
muons from B! J/ X , J/ !µµ

I D0 mass ⇠ 1.86 GeV, appreciable
daughter pT

I ⌧ ⇠ 0.4 ps, Flight distance ⇠ 4 mm

I Also produced as ’secondary’
charm from B decays.

Underlying trigger strategy:
I Inclusive triggering on displaced vertices with high-pT tracks
I Exclusive triggering for anything else
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Beauty Hadrons

Charm Hadrons

Trigger Strategy: 

• Inclusive triggers on muons,  displaced vertices with high PT tracks 

• Exclusive triggers for anything else
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2011-2012 trigger architecture

I The present Trigger consists of three stages:

I Level 0 (L0) near-detector hardware, readout decision in
4 s

I Higher Level Trigger (HLT) 1&2: flexible software
triggers running on dedicated Event Filter Farm (EFF),
29,000 cores

I Documented in [JINST 8 (2013) P04022] and
[arXiv:1310.8544]

5 / 23

2011-2012 trigger 

Three stage architecture: 

• Level 0 (L0) — near 
detector hardware, fixed 4 
μs latency 

• Higher Level Trigger (HLT1 
and HLT2) — software 
running on 29,000 cores 

JINST 8 (2013) P04022, and 
arXiv:1310.8544



L0 trigger: Muons

Reconstruct muon segments 

• ΔP/P ~ 20 % 

L0 SingleMuon:   

• PT > 1.76 GeV/c 

L0 DiMuon:  

• PT1xPT2 > (1.6 GeV/c)2 

Typically over 90% efficient

Muon Based L0 Triggers

Reconstructs muon track segments
• �p/p ⇡ 20%

Two L0 muon triggers:
• single muon, pT > 1.76GeV
• dimuon, pT1 ⇥ pT2 > (1.6GeV)2

• total rate ⇡ 400kHz

Typically over 90% efficiency

�����
��

�������
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L0 trigger: Calorimeter
Select hadrons, electrons and photons 
with large ET 

L0 hadron: 

• ET >  3.6 GeV 

• Rate ~490 kHz 

L0 electron / photon 

• SPD+Preshower discriminate 
between electrons and photons 

• ET > 3 GeV 

• Rate ~ 150 kHz 

• ~80 % efficient for B → X𝛾 

Total L0 Rate:  ~1 MHz

Calorimeter Based L0 Triggers
Select high ET hadrons, electrons and
photons

• Preshower and SPD discriminate
between electrons and photons

L0 hadron trigger:
• threshold 3.6GeV
• rate ⇡ 490kHz

L0 electron, photon:
• threshold 3GeV
• rate ⇡ 150kHz
• ⇡ 80% efficient for B! X�

Total L0 rate ⇡ 1MHz

�����
��

�������
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2012: Deferred Trigger
• LHC “only” delivers collisions ~35% of 

the time 

• trigger farm idle ~65% of the time! 

•  “Over commit” CPU resources, buffer 
overflow to local disk & catch up in 
between fills 

• 20% of L0 triggers are “deferred” 

• 25% extra CPU capacity! 

• allows decrease of Hlt2 tracking 
thresholds  PT> 500 MeV/c→  
PT>300 MeV/c 

• Peak disk usage in 2012:  88%

• Operations is unpinned by superb performance of machine protection and associated
systems. This includes the beam interlock system, the beam dump system, the beam
loss monitors, and the collimation system. There is rigorous machine protection follow-up,
qualification, and monitoring; all non-conformities are examined rigorously. The importance
of this to the success of the LHC so far can not be over stressed - there has been a move
from commissioning to real confidence in under two years.

Availability has, in general, been pretty good considering the size, complexity and operating
principles of the LHC. Issues, outlined below, have seen vigorous follow-up and consolidation has
been performed. A outline of 2012’s availability is shown in table 5. The percent of scheduled
physics time spent in “Stable beams” in 2012 was around 36% of a total scheduled time for
proton-proton physics of around 200 days. This is encouraging for a machine only 3 years into
it’s operational lifetime. The machine is performing well and a huge amount of experience
and understanding has been gained. There is good system performance, excellent tools, and
reasonable availability following targeted consolidation. This is the legacy for post long shutdown
1 operation.

Table 5. LHC availability 2012

Mode % of scheduled time

Access 14%
Setup 28%
Beam in 15%
Ramp and squeeze 8%
Stable beams 36%

4. Issues
There have inevitably been a number of challenges arising during the exploitation of the LHC.
A brief outline is provided below together with potential mitigation measures.

Initially single event e↵ects (SEEs) caused by beam induced radiation to tunnel electronics
was a serious cause of ine�ciency. However this problem had been foreseen and its impact
was considerably reduced following sustained program of mitigation measures coordinated by
the R2E (Radiation to Electronics) team. The success of their e↵orts are impressive. There
were several shielding campaigns prior to the 2011 run including relocations “on the fly” and
equipment upgrades. The 2011/12 Christmas stop saw some “early” relocation and additional
Shielding and further equipment upgrades. This has resulted in the reduction of premature
dumps from ⇡12 per fb-1 to ⇡3 per fb-1 in 2012, going a long way to helping the e�ciency of
integrated luminosity delivery.

UFOs (Unidentified Falling Objects) have now been exquisitely well studied and simulated [3].
There were occasional dumps in 2012 following adjustment of BLM thresholds at the appropriate
time-scales (the beam loss spike caused by a UFO is typically of order 1 ms). With the increase
in energy to 6.5 TeV and the proposed move to 25 ns there is potentially serious problem with
the UFOs become harder (energy) and potentially more frequent (25 ns). Investigations have
continued and potentially encouraging results from the 2013 quench test program are noted [3].

Beam induced heating has been an issue and essentially all cases have been local and in
some way due to non-conformities either in design or installation. The guilty parties have been

5
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Deferred trigger
I L0-accepted events sent to the Event Filter Farm to

be processed by the HLT

I Farm nodes idle between fills, large disks (1PB
total) not used by HLT software

I Instead: Bu↵er 20% of L0 events on EFF disks,
process in inter-fill time

I E↵ective 25% Extra CPU allowed us to lower
tracking thresholds from pT = 500! 300 MeV

I Increased e�ciency for charm signatures

I Peak disk usage, 88% after > 16h fill

Disk usage as a function of time

I Possible thanks to the ingenuity of the LHCb online team!
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First Stage of the High Level Trigger

�����
��

�������

• Reconstruct all Velo tracks and perform PV finding
• Tracks with large IP or matched to a L0 muon are “upgraded”

… measure momentum using tracking stations after the magnet
Tim Head (CERN) Performance of the LHCb trigger and its upgrade 1 March 2014 11

HLT1: Partial Tracking

• HLT1 adds tracking in VErtex 
LOcator (VELO) and primary 
vertex reconstruction The LHCb Trigger

Backup Slides

Run I

Upgrade

C. Fitzpatrick

05/15/2014

Run I HLT1 forward tracking

I Forward tracking looks for corresponding hits in IT & OT
I pT dependent search windows for single muon, dimuon and high-pT track

categories:

track µ µ µ other
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I HLT1 e�ciencies vs. pT [JINST 8 (2013) P04022]
I left: B+! J/ K+ candidates with HLT1 muon triggers
I right: Hadronic modes
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• VELO tracks, either matched to 
muon hits, or with large IP are 
extended through the magnet  

• PT dependent search windows:



HLT1: Performance
• Muon lines 

• Track matched to muon hits 
• Either high PT or large IP 
• ~ 14 kHz 

• Inclusive lines 
• Single track with large IP and 

high PT 
• ~56 kHz 

• Total ~ 70 kHz 
• Tuned to maximise HLT2 CPU 

usage
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I HLT1 Adds tracking and PV information:

I VErtex LOcator (VELO) tracking + PV reconstruction

I Tracks matched to L0muon hits or with large IP are selected for forward tracking
into the Inner & Outer trackers (IT&OT)
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HLT2 Full reconstruction
I HLT2 fully reconstructs the event
I Allows for a range of selection criteria of varying complexity
I Close to o✏ine reconstruction performance
I Combination of Inclusive and Exclusive lines, eg:

SV

IP
p p

SV

IP
p p

p p

PV
p p

SV

IP
p p

I Extremely flexible, powerful software environment: Supports MVA-based selections
I Composition of trigger lines and individual prescales can be adjusted to suit running

conditions

9 / 23

HLT2: Full Reconstruction

• Tuned versions of offline 
reconstruction algorithms 

• eg. PT > 300 MeV/c 

• Combination of inclusive and 
exclusive trigger decisions 

• Flexible software environment 

• supports eg. dedicated 
MVA-based selections
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Topological N�body lines
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I Inclusive trigger on 2,3,4-body detached vertices
[LHCb-PUB-2011-016]

I Primary trigger for B decays to charged tracks

I Uses modified BDT algorithm [JINST 8 (2013)

P02013]

I BDT inputs: pT, IP�2, Flight distance �2, mass and
mcorr, corrected mass:

mcorr =
p

m2 + |pTmiss|2 + |pTmiss|
I pTmiss: missing momentum transverse to flight

direction

I Very e�cient on fully hadronic B decays
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Topological N-body Triggers
• Utilizes excellent vertex and 

momentum resolution to compute: 

!

!

• Uses a dedicated “Bonzai” 
Boosted Decision Tree [JINST 8 
(2013) P02013 ] with 

• PT, IP𝝌2, FD𝝌2, minv, mcorr 

• Capable of filling its allotted 
bandwidth with ~100% pure 
generic bb events

m
corr

⌘
q

m2
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+ |PT
miss

|2 + |PT
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|
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I Very e�cient on fully hadronic B decays
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Example: 4-body B decay, minv and mcorr  for 2, 3 and 4 body selections

minv minv minv
mcorrmcorr mcorr

HLT2   
4-body

HLT2   
3-body

HLT2   
2-body
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How pure is the Topo?
I Rates of O (10 kHz) sound trifling
I But these are pure bb signal:

I Above even loose BBDT values data is consistent with inclusive bb MC
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Charm Triggers
• Charm important part of LHCb physics: 

• Observation of D0-D0bar oscillations 
[ PRL 110 (2013) 101802 ] 

• Measurement of D0-D0bar mixing 
parameters [ PRL 111 (2013) 251801] 

• High production rate, 600 kHz in 2012, 
requires exclusive selections. 

• Exception: D*+ → D0 π+ 

• use D*-D0 mass difference to select 
D0→h+h’- 

• Cabibbo favored (D0→K-π+) rate is 
300x suppressed rate (D0→π-K+)
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I Charm is an important part of the LHCb physics
programme:

I Observation of D0-D0 oscillations: [PRL 110

(2013) 101802]
I Measurement of D0-D0 mixing parameters: [PRL

111 (2013) 251801]

I 600 kHz of cc in 2012: Easy to swamp the output
bandwidth unless exclusive selections are used

I Exception: D⇤!D0⇡ inclusive trigger uses
M(D⇤)�M(D0) to reduce the rate

I D0 inclusively reconstructed in K K, ⇡ ⇡, K ⇡, ⇡ K
final states, any in mass window are kept

I Cabbibo favored D0!K�⇡+ is ⇠ 300 times more
abundant than Doubly cabbibo suppressed
D0!K+⇡�
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Run1 Performance
• Trigger efficiencies for selected channels 

!

!

• Very pure samples after offline selection
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Run I Trigger performance
I Trigger e�ciencies for selected channels:

Hadronic Dimuon Radiative
Mode D! hhh B! hh B+! J/ K+ B0!K⇤�
✏(L0) [%] 27 62 93 85
✏(HLT | L0) [%] 42 85 92 67
✏(HLT ⇥ L0) [%] 11 52 84 57

I Extremely pure samples after o✏ine selection:
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time-dependent γ

mass fit

select DsK and Dsπ (control channel) with same selection (BDT)

optimise S/B for DsK (data-driven)

split sample according to LHCb magnet polarity, Ds final state
(KKπ, Kππ, πππ)

→ simultaneous fit in six categories

about 28k Dsπ and 1.4k DsK events in the LHCb 2011 sample
with excellent S/B
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Run2 Prospects
• Energy: 8 TeV → 13 TeV  

• σinelastic : x 1.15 

• σbb:  x1.6 

• multiplicity: x1.2 

• Bunch spacing: 50 ns → 25 ns 

• pileup: / 2 

• but still 1 MHz L0 limit!
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Post-LS1 trigger

I Run II: No significant changes to detector, but the trigger architecture changes:

I Goal: make trigger more compatible with o✏ine
analysis environment

I Requires HLT to perform detector alignment
and calibration

I Move bu↵ering to after HLT1: Bu↵er at kHz
instead of MHz

I Bu↵er to disk while alignment is performed
I Run HLT2 after alignment

I Allows us to use selections similar to o✏ine:

I eg: full RICH PID [EPJC 73 2431], currently
used in a limited capacity

I Major advantage: Allows prescaling of
Cabbibo-favored charm decays while keeping
100% of DCS.

13 / 23
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Run2 Prospects
Changes in architecture: 

• ‘Split’ Hlt1 and Hlt2 

• Buffer data after HLT1, perform 
alignment & calibration, prior to Hlt2 

• Hlt2 now very close to offline 
reconstruction, including RICH PID 

• RICH PID allows pre-scaling of 
Cabibbo favored charm, whilst 
keeping the full suppressed rate. 

• Increased output rate, add ‘parking’ 

• Investigate analysis directly on HLT 
output only (2.5 kHz without offline 
reconstruction)



The LHCb Upgrade
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The Upgrade

I From 2018, LHCb will run at L = 2⇥ 1033 cm�2 s�1

250mrad

100mrad

I VELO moves from r ,� strips to pixels: LHCb-TDR-013

I RICH replaces photon detectors, SPD, PRS, M1 removed: LHCb-TDR-014

I Trackers replaced: scintillating fibers + silicon microstrips: LHCb-TDR-015
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• After LS2, LHCb will run at 5x higher luminosity: L = 2 ∙1033 cm-2s-1 

!

!

!

!

!

!

!

• VELO: r,φ strips →pixels 

• Trackers: strawtubes → scintillating fibers + silicon microstrips 

• RICH: replace photon detectors;  CALO: SPD, PRS removed; MUON: M1 removed

The LHCb Upgrade



• Average pp collisions per bunch crossing: 2.0→7.6 

!

!

!

!

• Challenge: must go beyond rejecting background —- classify signal, and choose wisely… 

!

!

!

!

!

• PT and IP alone not sufficient to reduce rate: requires all available detector information…
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Upgrade conditions
LHCb-PUB-2014-027 in preparation

I Average inelastic + elastic pp collisions per visible bunch crossing: ⌫ = 2.0! 7.6

Run I Per event with vertex in VELO Rate [GB/s]

b-hadrons 0.0258± 0.0004 0.0029± 0.0001 0.9
c-hadrons 0.297± 0.001 0.0422± 0.0005 3.3
light, long-lived hadrons 8.04± 0.01 0.511± 0.002 1.1

Upgrade Per event with vertex in VELO Rate [GB/s]

b-hadrons 0.1572± 0.0004 0.01874± 0.0001 27
c-hadrons 1.422± 0.001 0.2138± 0.0005 80
light, long-lived hadrons 33.291± 0.006 2.084± 0.001 26

I Upgrade trigger challenge is one of categorisation, not event rejection
I Use the maximum available information to distinguish between signals 16 / 23
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Triggerless Readout @ 40 MHz

• At L= 2 ∙1033cm-2s-1, the 1 MHz 
readout limit becomes a bottleneck  

• Signal no longer easily 
identifiable  

• Readout upgraded to 40 MHz  

• ⇒ Ship every visible pp interaction 
(30 MHz) to a CPU farm running 
the Higher Level Trigger 

!

• Low-Level Trigger (LLT)  only as 
‘handbrake’ during commissioning
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The Upgrade Trigger
TDR in preparation

I At L = 2⇥ 1033 cm�2 s�1, 1 MHz readout becomes a bottleneck:
I Saturation problem: at increased lumi signal less well separated in L0.
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I Readout upgraded to 40 MHz: Full readout of 30 MHz Visible pp interactions
I L0-hardware trigger removed, software Low-Level Trigger (LLT) as replacement
I Acts as ’handbrake’ during commissioning, 1� 40 MHz scaleable output rate
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The Upgrade Trigger
TDR in preparation

I At L = 2⇥ 1033 cm�2 s�1, 1 MHz readout becomes a bottleneck:
I Saturation problem: at increased lumi signal less well separated in L0.
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I Readout upgraded to 40 MHz: Full readout of 30 MHz Visible pp interactions
I L0-hardware trigger removed, software Low-Level Trigger (LLT) as replacement
I Acts as ’handbrake’ during commissioning, 1� 40 MHz scaleable output rate
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Upgrade Trigger
• Offline-quality tracking, in 

software, is possible @ 30 MHz  

• Estimated trigger farm: O(1000) 
servers, 2.8 MCHF. 

• Tracking requires 5.4 ms/event, 
out of an estimated budget of 
13 ms/event @ 30 MHz  (*) 

• Thanks to the upgraded vertex 
detector & tracker designs! 

• Converge online and offline 
reconstruction.
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Upgrade tracking strategy

LHCb-PUB-2014-028 in preparation

I O✏ine-quality tracking at 30 MHz is possible in software!

I Tracking sequence uses 5.4 ms/event

I LHCb trigger and farm budget:
2.8 MCHf, O (1000) nodes

I Trigger timing budget: 13 ms/event

I Robustness and flexibility are a major
advantage

I See Umberto’s talk next for more
details

I LHCb will be the first collider experiment to operate an all-software trigger at full
event rate
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(*) on our  2011 reference machine: Intel X5650 (Westmere) @ 2.67 GHz



Robustness of benchmarks
• Timing of tracking studied at three 

working points: 

• L = 1∙1033 cm-2s-1 [𝜈=3.8] 

• L = 2 ∙1033 cm-2s-1[𝜈=7.6, nominal] 

• L = 3 ∙1033 cm-2s-1[𝜈=11.4] 

• Several optimizations can be made to 
improve timing and efficiency for different 
working points 

• Global Event Cut (GEC) on event 
multiplicity also used in Run 1: 

• “Crowded” events contain more 
background, use disproportionate 
amount of resources
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Robustness
I Timing of the tracking sequence has been studied at three working points:

I L = 1⇥ 1033cm�2 s�1 [⌫ =3.8]
I L = 2⇥ 1033cm�2 s�1 [⌫ =7.6] (Nominal running)
I L = 3⇥ 1033cm�2 s�1 [⌫ =11.4]

I Global Event Cut (GEC): Event multiplicity cut also used in Run 1
I Several optimisations can be made to enhance timing and e�ciency for di↵erent

working points
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Upgrade Topological Trigger

• Same principle as Run 1  : 
preselect displaced tracks with 
∑ PT, followed by BBDT 

• Timing: <0.1 ms (*) 

• At 25-50 kHz output rate, large 
efficiency gains over Run 1 

• red:          run 1 efficiency 

• green: 2x run 1 efficiency 

• LHCb-PUB-2014-031

TOPO Rate [kHz]
0 20 40 60 80 100

Ef
fic

ie
nc

y

0

0.2

0.4

0.6

0.8

1

-µ+µ]-π+[K* K→ 0B

LHCb
Simulation

TOPO Rate [kHz]
0 20 40 60 80 100

Ef
fic

ie
nc

y

0

0.2

0.4

0.6

0.8

1
]-K+[Kφ]-K+[Kφ → 0

sB

LHCb
Simulation

TOPO Rate [kHz]
0 20 40 60 80 100

Ef
fic

ie
nc

y

0

0.2

0.4

0.6

0.8

1
]-K+[Kφ]-µ+µ(1S)[ψ → 0

sB

LHCb
Simulation

TOPO Rate [kHz]
0 20 40 60 80 100

Ef
fic

ie
nc

y

0

0.2

0.4

0.6

0.8

1
0π+K- K→ 0

sB

LHCb
Simulation

TOPO Rate [kHz]
0 20 40 60 80 100

Ef
fic

ie
nc

y

0

0.2

0.4

0.6

0.8

1

-π]-π+K+[p+
cΛ → 0

bΛ

LHCb
Simulation

TOPO Rate [kHz]
0 20 40 60 80 100

Ef
fic

ie
nc

y

0

0.2

0.4

0.6

0.8

1
+π-π+]K-π+[K0D → +B

LHCb
Simulation

(*) on our  2011 reference machine: Intel X5650 (Westmere) @ 2.67 GHz



Upgrade Sensitivities
• Implications of LHCb measurements and future prospects [ EPJC 73 (2013) 2373] 

• LHCb will need to trigger on a very broad range of physics processes: 

!

!

!

!

!

!
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Upgrade channels
Implications of LHCb measurements & future prospects: [EPJC 73 (2013) 2373]

I LHCb will need to trigger on a very broad range of physics processes:

I Several studies of the upgrade trigger on these channels underway. Not all shown
here
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Conclusions
I The LHCb Run I trigger covered an extremely wide range in a challenging

environment:

I From the rarest B decay at high
e�ciency:
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I The Upgrade trigger builds on the successes of Run I, introducing several firsts:
I Full software triggering at 30 MHz, doubling of many signal e�ciencies
I Disk bu↵ering for calibration and alignment
I Lifetime unbiased beauty and charm selections in a hadronic environment

I Thank you for listening
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Summary
• During Run 1, LHCb trigger covered a 

wide range of requirements in a 
challenging environment 

• high efficiency for the rarest B decay  

• high purity for the largest charm 
samples 

• Run 2 will introduce calibration and 
alignment ‘in between’ Hlt1 and Hlt2 

• The upgrade trigger builds on the Run 1 
experience: 

• Readout at full collision rate 

• Full software trigger at 30 MHz 

• Expect doubling of many signal 
efficiencies
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Conclusions
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environment:

I From the rarest B decay at high
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I The Upgrade trigger builds on the successes of Run I, introducing several firsts:
I Full software triggering at 30 MHz, doubling of many signal e�ciencies
I Disk bu↵ering for calibration and alignment
I Lifetime unbiased beauty and charm selections in a hadronic environment

I Thank you for listening
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• 32 Tbit/s 

• “All data to the surface” 

• Decouple front-end electronics 
from event builder network  

• Frontend→GBT→PCIe 

• GBT: Rad-hard, integrated 
into front-end, so no 
commodity solution 
possible… 

• Buffering in PC memory

Event Building 
@ 40 MHz

Radiation Hard Optical Link Architecture

Defined  in  the  “DG  White  Paper”
• “Work  Package  3-1”

• Objective:
• Development of an high speed bidirectional 

radiation hard optical link
• Deliverable:

• Tested and qualified radiation hard optical link
• Duration:

• 4 years (2008 – 2011)

Radiation Hard Optical Link:
• Versatile link project:

• Opto-electronics components
• Radiation hardness
• Functionality testing

• GBT project:
• ASIC design
• Verification
• Radiation hardness
• Functionality testing

http://cern.ch/proj-gbt Paulo.Moreira@cern.ch 3

On-Detector
Radiation Hard Electronics

Off-Detector
Commercial Off-The-Shelf (COTS)

GBTX
GBTIA

GBLD

PD

LD

Custom ASICs

Timing & Trigger

DAQ

Slow Control

Timing & Trigger

DAQ

Slow Control

FPGA

GBT GBT

Versatile Link

control and timing information use bi-directional links. On all ECS/TFC and the majority166

of the DAQ links the GBT protocol [3] will be used.167

An important aspect of the system is that the same generic hardware will be used to168

implement the data acquisition, fast control and slow control elements outside the detector,169

namely the PCIe40 board, described in detail in the Sect. 3.3. The di↵erent functionalities170

will be selected by firmware.171

The event-builder connects the readout-boards to the filter-farm nodes, where the172

HLT will be running. The cost of the event-builder is minimised by using cost-e↵ective173

data-centre technology in the network and ensuring short distances between components.174

Data-centre technologies in the network require the use of PCs as end-points. The most175

compact system on the other hand is achieved by concentrating all DAQ and TFC and176

most ECS hardware in the data-centre on the surface. This in turn requires to operate177

the detector Versatile Links over a relatively long distance and is discussed extensively in178

the Sect. 3.2.179

The overall readout architecture is illustrated in Fig. 3.1. The role of the ECS is largely
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Figure 3.1: The architecture of the upgraded LHCb readout-system. All elements shown in the
diagram are connected to and controlled by the ECS.

180

unchanged with respect to the original system [10]. Partitioning facilitates debugging181
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• “COTS” as soon as 
possible 

• O(500) servers for event 
building 

• “Data Center” (“thin” 
switch, Infiniband/Ethernet/
…) instead of 
“Telecom” (ATCA, “fat” 
switch) 

• Event Filter: O(1000) 
servers

Event Building 
@ 40 MHz

Figure 3.9: Data-flow in the event-builder server

Figure 3.10: The performance of the event-building expressed as memory bandwidth (Event
Builder I/O) as a function of time. The Aggregate I/O shows the additional memory bandwidth
due to running parasitic High-Level-Trigger (HLT) jobs as described in the text.

3.5.3 Residual resources in event-builder machines521

As can be expected from a purely zero-copy event-building the CPU-load is rather modest.522

At about 400Gbit/s more than 80% of the CPU resources are free. The CPU-needs for523
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