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The Super B factory project

Belle II Collaboration: 
• 26 countries, 
• 97 institutes, 
• ~600 scientists



  

Luminosity prospect



  

Software system

● A “framework” system with dynamic module loading, parallel 
processing, Python steering, and ROOT I/O

● Full detector simulation with Geant4
● C++ 11 and gcc 4.7
● Supporting major Linux distributions: SL, Fedora, Ubuntu, etc

● Code management: Subversion
● Formatting tool: astyle
● Building: scons and buildbot system
● Documentation: Doxygen, Twiki
● Issue tracking: Redmine



  

Computing model

The BELLE II Computing model has to accomplish, in a distributed 
environment, the following main tasks:
• RAW data processing
• Monte Carlo Production
• Physics analysis
• Data Storage and Data Archiving

Resource Estimation:
• Event size for RAW (mDST) data is 300 (40) Kb
• RAW data (MC) processing: 45 (90) HepSPEC*s / event



  

Required hardware resources



  

Comparison of hardware resources



  

Initial computing model (first 3 years)



  

Raw data storage (2nd stage)



  

Current status



  

Production system (core services)



  

Production system (cloud usage)



  

Computing in BINP & NSU

Experiments
● BINP: CMD-3, SND, KEDR
● International collaborations: Belle II, ATLAS, LHCb

Computing resources
● BINP: 512 CPU cores, 6 Tflops
● Novosibirsk State University: 2432 cores, 29 Tflops
● Supercomputer Center: 30 + 85 Tflops (CPU + GPU)

We want:
● keep the specific computing environment and user’s experience
● be like a normal SC user

The solution is:
● run HEP tasks inside virtual machines,
● run VMs inside supercomputer’s batch system jobs.



  

Key features of the virtualized infrastructure

● Virtualization by KVM
● included in modern Linux distributions,
● quite stable,
● does not require modified Linux kernel.

● VM disk images are located on SC’s file system and accessible via 
InfiniBand.

● Local snapshots of VM images are used on physical nodes thus leaving 
master images unchanged.

● Input/output data are located at BINP and accessed by VMs via NFS.
● VMs are just regular batch tasks at a supercomputer.
● VMs are started automatically on user’s demands.



  

Belle II Detector
User Group



  

Belle II Detector
User Group



  

Belle II Detector
User Group



  

Belle II Detector
User Group



  

Summary

● Belle II experiment has successful experience 
in distributed computing using GRID, Cloud and 
local clusters. 

● Current CPU power is about 70 kHS (25% of 
LHCb) and used for MC production.

● BINP successfully uses Virtual Machines 
technique to run up to 1K jobs simultaneously 
for 6 experiments on 3 supercomputer sites. 



  

Backup



SuperKEKB accelerator



  

Raw data distribution



  

mDST & MC data distribution



  

Network



  

Deployment of the virtualized 
computing infrastructure

Deployment stages:

● Virtualizing of an experimental group’s computing environment.

● Tests of virtual machines locally on BINP resources.

● Transferring the VMs to a supercomputer and running them under 

remote batch system’s control.
● Integration of local and remote batch systems.

Finally we have dynamical virtualized computing cluster. Physicists 

use computing resources in a conventional way.
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