
Hypothesis testing versus goodness-of-fit:
A statistics “question arising” from ATLAS’ arXiv:1307.1432

after the Higgs talk, Geoff asked a question about 0−/0+ discrimination:

on p53, the upper plot shows distributions of a BDT discriminator for

the 0+ hypothesis
the 0− hypothesis
the data

the data is “close” to the distributions for both hypotheses

the lower plot shows the distributions of ln (L(0+)/L(0−))
for both hypotheses, and the value from data

these show fairly strong discrimination between 0+ and 0−

there is an apparent contradiction between the two plots

in fact, on closer inspection they appear to be consistent;
the key is the difference between two related statistical tests:

goodness-of-fit, the thing we most often do by eye, and
hypothesis testing, which the ATLAS analysis is doing
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Hypothesis testing versus goodness-of-fit (1)
A statistics “question arising” from ATLAS’ arXiv:1307.1432

after the Higgs talk, Geoff asked a question about 0−/0+ discrimination:
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Hypothesis testing versus goodness-of-fit (2)
A statistics “question arising” from ATLAS’ arXiv:1307.1432

there are seven bins: after normalisation, possible datasets fill a 6D space

any test statistic corresponds to an ordering principle that assigns
a number q to every point in the 6D space, collapsing it onto a line

goodness-of-fit puts likely fluctuations
up one end (“good”), and unlikely
fluctuations at the other (“bad”)

g.o.f.(0−) is done w/o reference to 0+

g.o.f.(0+) likewise is blind to 0−

hypothesis testing instead assigns
events 0+-likeness ←→ 0−-likeness∏

i L(0+)/L(0−): 0+-like-and-0−-unlike
versus 0−-like-and-0+-unlike
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Figure 3: Distributions of (a) cos(θ1) and (b) m34 for events pass-
ing the full selection in the signal mass window 115 GeV < m4� <
130 GeV for the combined

√
s = 7 TeV and

√
s = 8 TeV datasets.

The expected contributions from the JP = 0+ (solid line) and JP = 0−
(dashed line) signal hypotheses, and the irreducible ZZ∗ background
are shown, together with the measured contribution from reducible
non-ZZ∗ backgrounds. The hatched areas represent the uncertainty
on the background yields from statistical, experimental, and theoreti-
cal sources.
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Figure 4: Distributions of the BDT output for data (points with error
bars) and expectations based on MC simulation (histograms). The
distribution of each discriminant is shown for a pair of spin and parity
hypotheses for the signal: JP = 0+ (solid line) and JP = 0− (dashed
line) in (a), JP = 0+ (solid line) and JP = 1+ (dashed line) in (b). The
signal contribution for each of the two hypotheses is scaled using the
profiled value of the signal strength. The hatched areas represent the
uncertainty on the background yields from statistical, experimental,
and theoretical sources.

6

Neyman-Pearson theorem: this gives the most powerful possible test,
i.e. the best direction in 6D (after some nonlinear transformn)

Bruce Yabsley (Sydney) Stats: Hyp. testing vs g.o.f CoEPP/Cairns 2013/07/10 4 / 7
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non-ZZ∗ backgrounds. The hatched areas represent the uncertainty
on the background yields from statistical, experimental, and theoreti-
cal sources.
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Figure 4: Distributions of the BDT output for data (points with error
bars) and expectations based on MC simulation (histograms). The
distribution of each discriminant is shown for a pair of spin and parity
hypotheses for the signal: JP = 0+ (solid line) and JP = 0− (dashed
line) in (a), JP = 0+ (solid line) and JP = 1+ (dashed line) in (b). The
signal contribution for each of the two hypotheses is scaled using the
profiled value of the signal strength. The hatched areas represent the
uncertainty on the background yields from statistical, experimental,
and theoretical sources.
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g.o.f.(0+) likewise is blind to 0−
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Figure 3: Distributions of (a) cos(θ1) and (b) m34 for events pass-
ing the full selection in the signal mass window 115 GeV < m4� <
130 GeV for the combined

√
s = 7 TeV and

√
s = 8 TeV datasets.

The expected contributions from the JP = 0+ (solid line) and JP = 0−
(dashed line) signal hypotheses, and the irreducible ZZ∗ background
are shown, together with the measured contribution from reducible
non-ZZ∗ backgrounds. The hatched areas represent the uncertainty
on the background yields from statistical, experimental, and theoreti-
cal sources.
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bars) and expectations based on MC simulation (histograms). The
distribution of each discriminant is shown for a pair of spin and parity
hypotheses for the signal: JP = 0+ (solid line) and JP = 0− (dashed
line) in (a), JP = 0+ (solid line) and JP = 1+ (dashed line) in (b). The
signal contribution for each of the two hypotheses is scaled using the
profiled value of the signal strength. The hatched areas represent the
uncertainty on the background yields from statistical, experimental,
and theoretical sources.
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signal contribution for each of the two hypotheses is scaled using the
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Hypothesis testing versus goodness-of-fit (2)
A statistics “question arising” from ATLAS’ arXiv:1307.1432

there are seven bins: after normalisation, possible datasets fill a 6D space

any test statistic corresponds to an ordering principle that assigns
a number q to every point in the 6D space, collapsing it onto a line

goodness-of-fit puts likely fluctuations
up one end (“good”), and unlikely
fluctuations at the other (“bad”)

g.o.f.(0−) is done w/o reference to 0+

g.o.f.(0+) likewise is blind to 0−

hypothesis testing instead assigns
events 0+-likeness ←→ 0−-likeness∏

i L(0+)/L(0−): 0+-like-and-0−-unlike
versus 0−-like-and-0+-unlike

tested hypotheses, the combined rejection significance
is found to be degraded by less than 0.3σ when includ-
ing all nuisance parameters in the fit with respect to fix-
ing them at their nominal values.

The production mode has a significant impact on the
underlying pT spectrum of the Higgs boson. For signals
produced through gluon fusion, the dependence on the
pT modelling was studied by comparing the discrimi-
nant observables before and after re-weighting the sig-
nal to the POWHEG+PYTHIA8 spectrum. However,
the impact on the discriminant observables is found
to be negligible compared to other sources of system-
atic uncertainty and therefore is neglected. For the qq̄-
initiated processes the pT spectrum is expected to be
softer than for processes produced via gluon fusion.
Since no higher-order QCD predictions are available for
the qq̄ annihilation production process, no specific sys-
tematic uncertainty is assigned to the pT spectrum of
such signals. The impact of the large variation obtained
by re-weighting the signals produced at leading order
in qq̄ annihilation for the JP = 2+ model to the PO-
HWEG+PYTHIA8 gluon-fusion prediction was evalu-
ated. The resulting weights increase from about unity at
low transverse momentum to about four near 100 GeV.
The H → WW∗ and H → ZZ∗ channels are almost in-
sensitive to such re-weighting, which leads to changes
in the BDT discriminant shapes of the order of a few
percent. The H→ γγ channel is more sensitive to the
signal pT spectrum due to the impact on its acceptance
at high | cos θ∗| values. For this channel, the expected
sensitivity for the spin-2 rejection is reduced by about
30% for fqq̄ = 100%, when the re-weighting is applied.
Since the combined result for this case is dominated by
the H → ZZ∗ and H → WW∗ channels, the overall
impact of this re-weighting on the combined JP = 2+

rejection is negligible, below 0.1σ.

7.2. Test of SM JP = 0+ against JP = 0−

The distributions of the test statistics q from the H →
ZZ∗ channel for the JP = 0+ and 0− hypotheses are
shown in Fig. 7 together with the observed value.

The expected and observed rejections of the JP = 0+

and 0− hypotheses are summarised in Table 1. The data
are in agreement with the JP = 0+ hypothesis, while the
0− hypothesis is excluded at 97.8% CL.

7.3. Test of SM JP = 0+ against JP = 1+

The expected and observed rejections of the JP = 0+

and 1+ hypotheses in the H → ZZ∗ and H → WW∗

channels and their combination are summarised in Ta-
ble 2. For both channels, the results are in agreement
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Figure 7: Expected distributions of q = log(L(JP = 0+)/L(JP = 0−)),
the logarithm of the ratio of profiled likelihoods, under the JP = 0+

and 0− hypotheses for the Standard Model JP = 0+ (blue/solid line
distribution) or 0− (red/dashed line distribution) signals. The observed
value is indicated by the vertical solid line and the expected medians
by the dashed lines. The coloured areas correspond to the integrals
of the expected distributions up to the observed value and are used to
compute the p0-values for the rejection of each hypothesis.

with the JP = 0+ hypothesis. In the H → ZZ∗ channel,
the 1+ hypothesis is excluded at 99.8% CL, while in the
H → WW∗ channel, it is excluded at 92% CL. The com-
bination excludes this hypothesis at 99.97% CL.

7.4. Test of SM JP = 0+ against JP = 1−

The expected and observed rejections of the JP = 0+

and 1− hypotheses in the H → ZZ∗ and H → WW∗

channels and their combination are summarised in Ta-
ble 3. For both channels, the results are in agreement
with the JP = 0+ hypothesis. In the H → ZZ∗ chan-
nel, the 1− hypothesis is excluded at 94% CL. In the
H → WW∗ channel, the 1− hypothesis is excluded
at 98% CL. The combination excludes this hypothesis
at 99.7% CL.

7.5. Test of SM JP = 0+ against JP = 2+

The expected and observed rejections of the JP = 0+

and 2+ hypotheses in the three channels are summarised
in Table 4, for all fqq̄ values of the spin-2 particle con-
sidered. For all three channels, the results are in agree-
ment with the spin-0 hypothesis. The results from the
H→ γγ channel exclude a spin-2 particle produced via
gluon fusion ( fqq̄ = 0) at 99.3% CL. The separation be-
tween the two spin hypotheses in this channel decreases
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Hypothesis testing versus goodness-of-fit (2)
A statistics “question arising” from ATLAS’ arXiv:1307.1432

The example is simple enough that one can check the plot by eye,
and calculate the result by hand (ignoring systematics)

bin 0− 0+ data ln(L(0+)/L(0−)

−0.7 1.0 0.6 2

−0.622

−0.5 3.8 2.25 4

−0.546

−0.3 6.2 4.5 4

+0.418

−0.1 7.8 7.0 5

+0.259

+0.1 8.9 10.2 10

+0.063

+0.3 6.6 10.4 11

+1.202

+0.5 3.1 5.9 7

+1.705

+2.479

cf. ∼ 2.1 in the ATLAS result, with systematics

note luck in the actual dataset obtained is a factor:
are fluctuations along the privileged axis? in the right direction?
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are fluctuations along the privileged axis? in the right direction?
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Hypothesis testing versus goodness-of-fit (recap)
A statistics “question arising” from ATLAS’ arXiv:1307.1432
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goodness-of-fit puts likely fluctuations
up one end (“good”), and unlikely
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g.o.f.(0−) is done w/o reference to 0+

g.o.f.(0+) likewise is blind to 0−

hypothesis testing instead assigns
events 0+-likeness ←→ 0−-likeness∏

i L(0+)/L(0−): 0+-like-and-0−-unlike
versus 0−-like-and-0+-unlike

tested hypotheses, the combined rejection significance
is found to be degraded by less than 0.3σ when includ-
ing all nuisance parameters in the fit with respect to fix-
ing them at their nominal values.

The production mode has a significant impact on the
underlying pT spectrum of the Higgs boson. For signals
produced through gluon fusion, the dependence on the
pT modelling was studied by comparing the discrimi-
nant observables before and after re-weighting the sig-
nal to the POWHEG+PYTHIA8 spectrum. However,
the impact on the discriminant observables is found
to be negligible compared to other sources of system-
atic uncertainty and therefore is neglected. For the qq̄-
initiated processes the pT spectrum is expected to be
softer than for processes produced via gluon fusion.
Since no higher-order QCD predictions are available for
the qq̄ annihilation production process, no specific sys-
tematic uncertainty is assigned to the pT spectrum of
such signals. The impact of the large variation obtained
by re-weighting the signals produced at leading order
in qq̄ annihilation for the JP = 2+ model to the PO-
HWEG+PYTHIA8 gluon-fusion prediction was evalu-
ated. The resulting weights increase from about unity at
low transverse momentum to about four near 100 GeV.
The H → WW∗ and H → ZZ∗ channels are almost in-
sensitive to such re-weighting, which leads to changes
in the BDT discriminant shapes of the order of a few
percent. The H→ γγ channel is more sensitive to the
signal pT spectrum due to the impact on its acceptance
at high | cos θ∗| values. For this channel, the expected
sensitivity for the spin-2 rejection is reduced by about
30% for fqq̄ = 100%, when the re-weighting is applied.
Since the combined result for this case is dominated by
the H → ZZ∗ and H → WW∗ channels, the overall
impact of this re-weighting on the combined JP = 2+

rejection is negligible, below 0.1σ.

7.2. Test of SM JP = 0+ against JP = 0−

The distributions of the test statistics q from the H →
ZZ∗ channel for the JP = 0+ and 0− hypotheses are
shown in Fig. 7 together with the observed value.

The expected and observed rejections of the JP = 0+

and 0− hypotheses are summarised in Table 1. The data
are in agreement with the JP = 0+ hypothesis, while the
0− hypothesis is excluded at 97.8% CL.

7.3. Test of SM JP = 0+ against JP = 1+

The expected and observed rejections of the JP = 0+

and 1+ hypotheses in the H → ZZ∗ and H → WW∗

channels and their combination are summarised in Ta-
ble 2. For both channels, the results are in agreement
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Figure 7: Expected distributions of q = log(L(JP = 0+)/L(JP = 0−)),
the logarithm of the ratio of profiled likelihoods, under the JP = 0+

and 0− hypotheses for the Standard Model JP = 0+ (blue/solid line
distribution) or 0− (red/dashed line distribution) signals. The observed
value is indicated by the vertical solid line and the expected medians
by the dashed lines. The coloured areas correspond to the integrals
of the expected distributions up to the observed value and are used to
compute the p0-values for the rejection of each hypothesis.

with the JP = 0+ hypothesis. In the H → ZZ∗ channel,
the 1+ hypothesis is excluded at 99.8% CL, while in the
H → WW∗ channel, it is excluded at 92% CL. The com-
bination excludes this hypothesis at 99.97% CL.

7.4. Test of SM JP = 0+ against JP = 1−

The expected and observed rejections of the JP = 0+

and 1− hypotheses in the H → ZZ∗ and H → WW∗

channels and their combination are summarised in Ta-
ble 3. For both channels, the results are in agreement
with the JP = 0+ hypothesis. In the H → ZZ∗ chan-
nel, the 1− hypothesis is excluded at 94% CL. In the
H → WW∗ channel, the 1− hypothesis is excluded
at 98% CL. The combination excludes this hypothesis
at 99.7% CL.

7.5. Test of SM JP = 0+ against JP = 2+

The expected and observed rejections of the JP = 0+

and 2+ hypotheses in the three channels are summarised
in Table 4, for all fqq̄ values of the spin-2 particle con-
sidered. For all three channels, the results are in agree-
ment with the spin-0 hypothesis. The results from the
H→ γγ channel exclude a spin-2 particle produced via
gluon fusion ( fqq̄ = 0) at 99.3% CL. The separation be-
tween the two spin hypotheses in this channel decreases

10

Neyman-Pearson theorem: this gives the most powerful possible test,
i.e. the best direction in 6D (after some nonlinear transformn)
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Hypothesis testing versus goodness-of-fit (3)
A statistics “question arising” from ATLAS’ arXiv:1307.1432

There is a close analogy which requires no calculation:

Gaussian measurements of an underlying constant

consider N = 50 G(µ, 1) measts

H+: µ+ = +0.2

H−: µ− = −0.2

Poisson errors on each bin (8–10 bins)
will span difference in predns , cf. →√

(V (µ̂) ∼ 1/
√

50 = 0.14

50% of H+ cases will fluctuate up:
µ̂ > 0.2; z > 0.40/0.14 = 2.86 !

likewise . 10% of H+ cases will fluctuate to a H−-like result

i.e. it may be essential to be correct, but it’s also important to be lucky

Exercise: Show that the L/L technique gives an equivalent answer.
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Figure 3: Distributions of (a) cos(θ1) and (b) m34 for events pass-
ing the full selection in the signal mass window 115 GeV < m4� <
130 GeV for the combined

√
s = 7 TeV and

√
s = 8 TeV datasets.

The expected contributions from the JP = 0+ (solid line) and JP = 0−
(dashed line) signal hypotheses, and the irreducible ZZ∗ background
are shown, together with the measured contribution from reducible
non-ZZ∗ backgrounds. The hatched areas represent the uncertainty
on the background yields from statistical, experimental, and theoreti-
cal sources.
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Figure 4: Distributions of the BDT output for data (points with error
bars) and expectations based on MC simulation (histograms). The
distribution of each discriminant is shown for a pair of spin and parity
hypotheses for the signal: JP = 0+ (solid line) and JP = 0− (dashed
line) in (a), JP = 0+ (solid line) and JP = 1+ (dashed line) in (b). The
signal contribution for each of the two hypotheses is scaled using the
profiled value of the signal strength. The hatched areas represent the
uncertainty on the background yields from statistical, experimental,
and theoretical sources.
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Exercise: Show that the L/L technique gives an equivalent answer.
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are shown, together with the measured contribution from reducible
non-ZZ∗ backgrounds. The hatched areas represent the uncertainty
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and theoretical sources.

6

Exercise: Show that the L/L technique gives an equivalent answer.

Bruce Yabsley (Sydney) Stats: Hyp. testing vs g.o.f CoEPP/Cairns 2013/07/10 7 / 7



Hypothesis testing versus goodness-of-fit (3)
A statistics “question arising” from ATLAS’ arXiv:1307.1432

There is a close analogy which requires no calculation:
Gaussian measurements of an underlying constant

consider N = 50 G(µ, 1) measts

H+: µ+ = +0.2

H−: µ− = −0.2

Poisson errors on each bin (8–10 bins)
will span difference in predns , cf. →√

(V (µ̂) ∼ 1/
√

50 = 0.14

50% of H+ cases will fluctuate up:
µ̂ > 0.2; z > 0.40/0.14 = 2.86 !

likewise . 10% of H+ cases will fluctuate to a H−-like result

i.e. it may be essential to be correct, but it’s also important to be lucky

1θcos
-1 -0.5 0 0.5 1

E
n

tr
ie

s 
/ 

0
.2

5

0

2

4

6

8

10

12

14

16

18

20
ATLAS

4l→ZZ*→H

-1Ldt = 4.6 fb∫=7 TeV  s
-1Ldt = 20.7 fb∫=8 TeV  s

Data

Background ZZ*

tBackground Z+jets, t

+ = 0PJ
-

 = 0PJ

Data

Background ZZ*

tBackground Z+jets, t

+ = 0PJ
-

 = 0PJ

(a)

 [GeV]34m
20 40 60

E
n

tr
ie

s 
/ 

5
 G

e
V

0

5

10

15

20

25
ATLAS

4l→ZZ*→H

-1Ldt = 4.6 fb∫=7 TeV  s
-1Ldt = 20.7 fb∫=8 TeV  s

Data

Background ZZ*

tBackground Z+jets, t

+ = 0PJ
-

 = 0PJ

Data

Background ZZ*

tBackground Z+jets, t

+ = 0PJ
-

 = 0PJ

(b)

Figure 3: Distributions of (a) cos(θ1) and (b) m34 for events pass-
ing the full selection in the signal mass window 115 GeV < m4� <
130 GeV for the combined

√
s = 7 TeV and

√
s = 8 TeV datasets.

The expected contributions from the JP = 0+ (solid line) and JP = 0−
(dashed line) signal hypotheses, and the irreducible ZZ∗ background
are shown, together with the measured contribution from reducible
non-ZZ∗ backgrounds. The hatched areas represent the uncertainty
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The expected contributions from the JP = 0+ (solid line) and JP = 0−
(dashed line) signal hypotheses, and the irreducible ZZ∗ background
are shown, together with the measured contribution from reducible
non-ZZ∗ backgrounds. The hatched areas represent the uncertainty
on the background yields from statistical, experimental, and theoreti-
cal sources.
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Figure 4: Distributions of the BDT output for data (points with error
bars) and expectations based on MC simulation (histograms). The
distribution of each discriminant is shown for a pair of spin and parity
hypotheses for the signal: JP = 0+ (solid line) and JP = 0− (dashed
line) in (a), JP = 0+ (solid line) and JP = 1+ (dashed line) in (b). The
signal contribution for each of the two hypotheses is scaled using the
profiled value of the signal strength. The hatched areas represent the
uncertainty on the background yields from statistical, experimental,
and theoretical sources.
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Hypothesis testing versus goodness-of-fit (3)
A statistics “question arising” from ATLAS’ arXiv:1307.1432

There is a close analogy which requires no calculation:
Gaussian measurements of an underlying constant

consider N = 50 G(µ, 1) measts

H+: µ+ = +0.2

H−: µ− = −0.2

Poisson errors on each bin (8–10 bins)
will span difference in predns , cf. →√

(V (µ̂) ∼ 1/
√

50 = 0.14

50% of H+ cases will fluctuate up:
µ̂ > 0.2; z > 0.40/0.14 = 2.86 !

likewise . 10% of H+ cases will fluctuate to a H−-like result

i.e. it may be essential to be correct, but it’s also important to be lucky
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tested hypotheses, the combined rejection significance
is found to be degraded by less than 0.3σ when includ-
ing all nuisance parameters in the fit with respect to fix-
ing them at their nominal values.

The production mode has a significant impact on the
underlying pT spectrum of the Higgs boson. For signals
produced through gluon fusion, the dependence on the
pT modelling was studied by comparing the discrimi-
nant observables before and after re-weighting the sig-
nal to the POWHEG+PYTHIA8 spectrum. However,
the impact on the discriminant observables is found
to be negligible compared to other sources of system-
atic uncertainty and therefore is neglected. For the qq̄-
initiated processes the pT spectrum is expected to be
softer than for processes produced via gluon fusion.
Since no higher-order QCD predictions are available for
the qq̄ annihilation production process, no specific sys-
tematic uncertainty is assigned to the pT spectrum of
such signals. The impact of the large variation obtained
by re-weighting the signals produced at leading order
in qq̄ annihilation for the JP = 2+ model to the PO-
HWEG+PYTHIA8 gluon-fusion prediction was evalu-
ated. The resulting weights increase from about unity at
low transverse momentum to about four near 100 GeV.
The H → WW∗ and H → ZZ∗ channels are almost in-
sensitive to such re-weighting, which leads to changes
in the BDT discriminant shapes of the order of a few
percent. The H→ γγ channel is more sensitive to the
signal pT spectrum due to the impact on its acceptance
at high | cos θ∗| values. For this channel, the expected
sensitivity for the spin-2 rejection is reduced by about
30% for fqq̄ = 100%, when the re-weighting is applied.
Since the combined result for this case is dominated by
the H → ZZ∗ and H → WW∗ channels, the overall
impact of this re-weighting on the combined JP = 2+

rejection is negligible, below 0.1σ.

7.2. Test of SM JP = 0+ against JP = 0−

The distributions of the test statistics q from the H →
ZZ∗ channel for the JP = 0+ and 0− hypotheses are
shown in Fig. 7 together with the observed value.

The expected and observed rejections of the JP = 0+

and 0− hypotheses are summarised in Table 1. The data
are in agreement with the JP = 0+ hypothesis, while the
0− hypothesis is excluded at 97.8% CL.

7.3. Test of SM JP = 0+ against JP = 1+

The expected and observed rejections of the JP = 0+

and 1+ hypotheses in the H → ZZ∗ and H → WW∗

channels and their combination are summarised in Ta-
ble 2. For both channels, the results are in agreement
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Figure 7: Expected distributions of q = log(L(JP = 0+)/L(JP = 0−)),
the logarithm of the ratio of profiled likelihoods, under the JP = 0+

and 0− hypotheses for the Standard Model JP = 0+ (blue/solid line
distribution) or 0− (red/dashed line distribution) signals. The observed
value is indicated by the vertical solid line and the expected medians
by the dashed lines. The coloured areas correspond to the integrals
of the expected distributions up to the observed value and are used to
compute the p0-values for the rejection of each hypothesis.

with the JP = 0+ hypothesis. In the H → ZZ∗ channel,
the 1+ hypothesis is excluded at 99.8% CL, while in the
H → WW∗ channel, it is excluded at 92% CL. The com-
bination excludes this hypothesis at 99.97% CL.

7.4. Test of SM JP = 0+ against JP = 1−

The expected and observed rejections of the JP = 0+

and 1− hypotheses in the H → ZZ∗ and H → WW∗

channels and their combination are summarised in Ta-
ble 3. For both channels, the results are in agreement
with the JP = 0+ hypothesis. In the H → ZZ∗ chan-
nel, the 1− hypothesis is excluded at 94% CL. In the
H → WW∗ channel, the 1− hypothesis is excluded
at 98% CL. The combination excludes this hypothesis
at 99.7% CL.

7.5. Test of SM JP = 0+ against JP = 2+

The expected and observed rejections of the JP = 0+

and 2+ hypotheses in the three channels are summarised
in Table 4, for all fqq̄ values of the spin-2 particle con-
sidered. For all three channels, the results are in agree-
ment with the spin-0 hypothesis. The results from the
H→ γγ channel exclude a spin-2 particle produced via
gluon fusion ( fqq̄ = 0) at 99.3% CL. The separation be-
tween the two spin hypotheses in this channel decreases
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