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Demands for Precision QCD in Higgs Cross Sections
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Figure 1: Multiplicity of jets within the acceptance described
in the text, for events satisfying the pre-selection criteria. The
lepton flavours are combined. The hashed area indicates the
total uncertainty on the background prediction. The expected
signal for a SM Higgs boson with mH = 125 GeV is superim-
posed (multiplied by a factor 10 for better visibility).

imuthal angular difference between the leptons,
∆φ"", be less than 1.8 radians, and that the dilep-
ton invariant mass, m"", be less than 50 GeV for
the 0-jet and 1-jet channels. For the 2-jet channel,
the m"" upper bound is increased to 80 GeV (the
|m"" − mZ | > 15 GeV cut is always applied for the
same-flavour channels). For mH ≥ 200 GeV, the
leptons tend to have higher pT and larger angular
separation. Therefore, the ∆φ"" cut is omitted and
the m"" upper bound is increased to 150 GeV. For
mH > 300 GeV, the m"" < 150 GeV criterion is
also omitted.
In the 0-jet channel, the magnitude p""T of

the transverse momentum of the dilepton system,
p""T = p"1T + p

"2
T , is required to be greater than

30 GeV for the eµ channel and greater than 45 GeV
for the ee and µµ channels. This improves the re-
jection of the Drell-Yan background.
In the 1-jet channel, backgrounds from top

quark decays are suppressed by rejecting events
containing a b-tagged jet, as determined using a
b-tagging algorithm which uses a combination of
impact parameter significance and secondary ver-
texing information and exploits the topology of
weak decays of b- and c-hadrons [55]. The algo-
rithm is tuned to achieve an 80% b-jet identifica-
tion efficiency in tt̄ events while yielding a light-jet
tagging rate of approximately 6% [56]. The total
transverse momentum, ptotT , defined as the magni-
tude of the vector sum ptotT = p

"1
T +p

"2
T +p

j
T +p

miss
T ,

is required to be smaller than 30 GeV to suppress
tt̄, single top, and Drell-Yan background events
with jets with pT below threshold. The ττ in-

variant mass, mττ, is computed under the assump-
tion that the reconstructed leptons are τ lepton de-
cay products, that the neutrinos produced in the
τ decays are collinear with the leptons [57], and
that they are the only source of EmissT . Events in
which the computed energies of both putative τ
leptons are positive (the collinear approximation
does not always yield physical solutions) are re-
jected if |mττ − mZ | < 25 GeV.
The 2-jet selection follows the 1-jet selection

described above (with the ptotT definition modi-
fied to include all selected jets). In addition, the
following jet-related cuts are applied: the two
highest-pT jets in the event, the “tag” jets, are
required to lie in opposite pseudorapidity hemi-
spheres (ηj1×ηj2 < 0), with no additional jet within
|η| < 3.2; the tag jets must be separated in pseudo-
rapidity by a distance |∆ηjj| of at least 3.8 units;
finally, the invariant mass of the two tag jets, mjj,
must be at least 500 GeV.
A transverse mass variable, mT [58], is used in

this analysis to test for the presence of a signal.
This variable is defined as:

mT =
√

(E""T + E
miss
T )2 − |p""T + p

miss
T |

2,

where E""T =
√

|p""T |2 + m
2
""
. The predicted num-

bers of signal and background events at each stage
of the low mH selection procedure outlined above
are presented in Table 2. Figure 2 shows the dis-
tributions of the transverse mass after all the low
mH selection criteria in the 0-jet and 1-jet analyses,
for all lepton flavours combined. No distribution is
shown for the 2-jet channel as only a single event
(with mT = 131 GeV) is selected in the data.

4. Background Normalisation and Control
Samples

For the 0-jet and 1-jet analyses, all the main
backgrounds from SM processes producing two
isolated high-pT leptons (WW, top, Drell-Yan) are
estimated using partially data-driven techniques
based on normalising the MC predictions to the
data in control regions dominated by the relevant
background source. Only the small background
from diboson processes other than WW is esti-
mated using MC simulation. For the 2-jet anal-
ysis, the WW and Drell-Yan backgrounds are also
estimated using MC simulation. The backgrounds
from fake leptons, which include true leptons from
heavy flavour decays in jets, are fully estimated
from data. The control samples are obtained from
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Figure 2: Transverse mass, mT, distribution in the 0-jet (top)
and 1-jet (bottom) channels, for events satisfying all criteria for
the low mH selection. The lepton flavours are combined. The
expected signal for a SM Higgs boson with mH = 125 GeV is
superimposed. The hashed area indicates the total uncertainty
on the background prediction.

the data with selections similar to those used in
the signal region but with some criteria reversed or
modified to obtain signal-depleted, background-
enriched samples. This helps to reduce the sensi-
tivity of the background predictions to the system-
atic uncertainties detailed in Section 5. In the fol-
lowing, such control samples are described for the
WW, Z/γ"+jets, top, and W+jets backgrounds.
The quoted uncertainties on the background esti-
mates are those associated with the low mH selec-
tion.

4.1. WW control sample
The WW background MC predictions in the

0-jet and 1-jet analyses, summed over lepton
flavours, are normalised using control regions de-
fined with the same selections as for the signal
regions except that the ∆φ$$ requirement is re-
moved. In addition, the upper selection bound on
m$$ is replaced with a lower bound m$$ > 80 GeV
(m$$ > mZ + 15 GeV) for the eµ (ee and µµ) final
states. The numbers of events in the WW control

regions in the data agree well with the MC pre-
dictions, as can be seen in Table 2. The total un-
certainty on the predicted WW background in the
signal region is 9% for the 0-jet and 22% for the
1-jet analyses.
This control region is used only for the low mH

selection in the 0-jet and 1-jet analyses. In the in-
termediate and high mH selections, or in the 2-jet
analysis, a high-statistics signal-depleted region
cannot be isolated in the data; in these cases, the
MC prediction is used.

4.2. Z/γ"+jets control sample
In the ee and µµ final states and separately in

the 0-jet and 1-jet analyses, a Z/γ"+jets control
region is constructed, after application of all se-
lection criteria except that on ∆φ$$, by consider-
ing a region with a modified criterion, 20 GeV <
EmissT,rel < 45 GeV. The number of events in this re-
gion, with non-Z/γ"+jets contributions subtracted
using the MC prediction, is then scaled by the ra-
tio of events counted in the EmissT,rel > 45 GeV re-
gion to that in the 20 GeV < EmissT,rel < 45 GeV
region, for |m$$ − mZ | < 15 GeV. Biases in the
method are evaluated and corrected for using sim-
ulated events. The acceptance of the ∆φ$$ selec-
tion criterion is taken from data. The resulting un-
certainty on the Z/γ"+jets background in the sig-
nal region amounts to 38% and 33% in the 0-jet
and 1-jet channels, respectively.
In the eµ channel of the 0-jet analysis, the back-

ground is estimated using the MC simulation and
cross-checked with data using a control region
dominated by Z → ττ decays, which is con-
structed by requiring 10 GeV < m$$ < 80 GeV,
∆φ$$ > 2.5, and p$$T < 30 GeV. A EmissT,rel thresh-
old of 25 GeV is used to calculate the data/MC
scale factor, matching the cut applied to this chan-
nel in the signal selection. The resulting scale fac-
tor is consistent with unity within the uncertainty
of about 10%. Owing to the difficulty of construct-
ing a control region for higher jet multiplicities, a
similar cross-check cannot be performed for the
1-jet and 2-jet analyses.

4.3. Top control sample
The estimated number of top quark background

events in the 0-jet signal region is extrapolated
from the number of events satisfying the pre-
selection criteria described in Section 3. This sam-
ple is dominated by top quark backgrounds, as
shown in Fig. 1. The contribution of non-top back-
grounds to this sample is subtracted using esti-
mates based on MC simulations. The scale factor
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“The systematic uncertainties that have the largest impact on the sensitivity of 
the search are the theoretical uncertainties associated with the signal.”

from ATLAS, 1206.0756 2



Demands for Precision QCD in Higgs Cross Sections

Leading systematic uncertainties

ATLAS-CONF-2012-158

δσ1 jet = 30%

δσ0 jet = 16.5%

dominant contribution:
perturbative QCD 
scale uncertainties

3

“The systematic uncertainties that have the largest impact on the sensitivity of 
the search are the theoretical uncertainties associated with the signal.”

from ATLAS, 1206.0756 



Overview of the H + 0-jet Calculation
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FIG. 7: The 0-jet cross section for R = 0.4 and mH = 125GeV. On the left we show the NLLpT , NLL′
pT+NLO, and

NNLL′
pT+NNLO predictions. A good convergence and reduction of uncertainties at successively higher orders is observed. On

the right we compare our best prediction at NNLL′
pT+NNLO to the fixed NNLO prediction. The lower plots show the relative

uncertainty in percent for each prediction. On the lower left the lighter inside bands show the contribution from ∆resum only,
while the darker outer bands show the total uncertainty from adding ∆resum and ∆µ in quadrature.

ues for σ0(pcutT , R) with both theoretical uncertainties:

σ0(25GeV, 0.4) = 12.67± 1.22pert ± 0.46clust pb ,

σ0(30GeV, 0.5) = 13.85± 0.87pert ± 0.24clust pb . (74)

It is interesting to compare our results and uncertain-
ties for σ0 to the NNLL+NNLO results presented ear-
lier in Ref. [9]. Our results build on their results in a
few ways. In particular, our RG approach includes π2

resummation, our results are quoted as NNLL′ because
they go beyond NNLL by including the complete NNLO
singular terms in the fixed-order matching (which are the
correct boundary conditions for the N3LL resummation),
and finally we use a factorization based approach to un-
certainties, which also makes predictions for the correla-
tions between the different jet bins.
Comparing σ0 at pcutT = 25GeV and R = 0.4 our cen-

tral values agree with those in Ref. [9], and are well within
each other’s uncertainties. Our perturbative uncertainty
of 9.6% is a bit smaller than the 13.3% uncertainty for
σ0 of Ref. [9] which seems reasonable given the above

mentioned additions. One important ingredient in this
comparison is the inclusion of the π2 resummation which
improves the convergence of our results and decreases our
uncertainty. On the other hand, in Ref. [9] the central
scale is chosen to be µFO = mH/2 which also works in the
same direction, decreasing the uncertainty relative to the
choice µFO = mH . For the total cross section Ref. [9] has
a 7.4% uncertainty, whereas we have 6.9% uncertainty
using µFO = mH and including π2 resummation (see Ta-
ble II). From Table IV in appendix App. A we see that
our perturbative uncertainty for σ0(25GeV, 0.4) would
increase to 12.8% if the π2 resummation were turned off
(while still taking the central µFO = mH), and that at
this level the uncertainty would become comparable to
that of Ref. [9]. For pcutT = 30GeV and R = 0.5 our
central values remain perfectly compatible with Ref. [9],
and the uncertainties follow a pattern similar to the case
above.

σ0(p
cut
T ) Make a prediction for the resummed+matched 

(NNLL’ + NNLO) H + 0-jet cross section:

Use a factorization theorem for the cross section:

• Global/local veto bootstrap in each function

• New calculations in SCET

Focus on uncertainty estimates on the result:

• Makes the prediction robust

• Many scales, sources of uncertainty

Jet algorithm clustering effects are theoretically 
interesting, phenomenologically important



H + 0-jet Cross Section
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σ(pcutT ) ∼Hgg(µ)
�
Ba(p

cut
T , µ, ν)×Bb(p

cut
T , µ, ν)× S(pcutT , µ, ν)

�
+ σns(µ)

virtuals known to NNLO
can add mb, EW corrections

(sum largely cancels)

Logarithms known to NNLO through RGE
Finite log(R) dependence calculated by us

(finite means pTcut independent)
Remaining finite terms fit via MCFM

Fully calculated to NNLO
(allows for precision predictions for ET)

Fit to NNLO from MCFM
fit for several R values
for the MSTW PDFs

would like to vary mH, PDFs

Ba = BG
a +∆Bclus

a

S = SG +∆Sclus



H + 0-jet Results
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FIG. 7: The 0-jet cross section for R = 0.4 and mH = 125GeV. On the left we show the NLLpT , NLL′
pT+NLO, and

NNLL′
pT+NNLO predictions. A good convergence and reduction of uncertainties at successively higher orders is observed. On

the right we compare our best prediction at NNLL′
pT+NNLO to the fixed NNLO prediction. The lower plots show the relative

uncertainty in percent for each prediction. On the lower left the lighter inside bands show the contribution from ∆resum only,
while the darker outer bands show the total uncertainty from adding ∆resum and ∆µ in quadrature.

ues for σ0(pcutT , R) with both theoretical uncertainties:

σ0(25GeV, 0.4) = 12.67± 1.22pert ± 0.46clust pb ,

σ0(30GeV, 0.5) = 13.85± 0.87pert ± 0.24clust pb . (74)

It is interesting to compare our results and uncertain-
ties for σ0 to the NNLL+NNLO results presented ear-
lier in Ref. [9]. Our results build on their results in a
few ways. In particular, our RG approach includes π2

resummation, our results are quoted as NNLL′ because
they go beyond NNLL by including the complete NNLO
singular terms in the fixed-order matching (which are the
correct boundary conditions for the N3LL resummation),
and finally we use a factorization based approach to un-
certainties, which also makes predictions for the correla-
tions between the different jet bins.
Comparing σ0 at pcutT = 25GeV and R = 0.4 our cen-

tral values agree with those in Ref. [9], and are well within
each other’s uncertainties. Our perturbative uncertainty
of 9.6% is a bit smaller than the 13.3% uncertainty for
σ0 of Ref. [9] which seems reasonable given the above

mentioned additions. One important ingredient in this
comparison is the inclusion of the π2 resummation which
improves the convergence of our results and decreases our
uncertainty. On the other hand, in Ref. [9] the central
scale is chosen to be µFO = mH/2 which also works in the
same direction, decreasing the uncertainty relative to the
choice µFO = mH . For the total cross section Ref. [9] has
a 7.4% uncertainty, whereas we have 6.9% uncertainty
using µFO = mH and including π2 resummation (see Ta-
ble II). From Table IV in appendix App. A we see that
our perturbative uncertainty for σ0(25GeV, 0.4) would
increase to 12.8% if the π2 resummation were turned off
(while still taking the central µFO = mH), and that at
this level the uncertainty would become comparable to
that of Ref. [9]. For pcutT = 30GeV and R = 0.5 our
central values remain perfectly compatible with Ref. [9],
and the uncertainties follow a pattern similar to the case
above.

0-jet cross section
resummed convergence

pcutT = 25 GeV : σ0 = 12.67± 1.22(9.6%)

pcutT = 30 GeV : σ0 = 14.09± 0.96(6.8%)

pcutT = 25 GeV : σ0 = 12.40± 1.12(9.0%)

pcutT = 30 GeV : σ0 = 13.85± 0.87(6.3%)

R = 0.4:

R = 0.5:

rates with uncertainties:

compare to 17%!



H + 0-jet Results
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FIG. 7: The 0-jet cross section for R = 0.4 and mH = 125GeV. On the left we show the NLLpT , NLL′
pT+NLO, and

NNLL′
pT+NNLO predictions. A good convergence and reduction of uncertainties at successively higher orders is observed. On

the right we compare our best prediction at NNLL′
pT+NNLO to the fixed NNLO prediction. The lower plots show the relative

uncertainty in percent for each prediction. On the lower left the lighter inside bands show the contribution from ∆resum only,
while the darker outer bands show the total uncertainty from adding ∆resum and ∆µ in quadrature.

ues for σ0(pcutT , R) with both theoretical uncertainties:

σ0(25GeV, 0.4) = 12.67± 1.22pert ± 0.46clust pb ,

σ0(30GeV, 0.5) = 13.85± 0.87pert ± 0.24clust pb . (74)

It is interesting to compare our results and uncertain-
ties for σ0 to the NNLL+NNLO results presented ear-
lier in Ref. [9]. Our results build on their results in a
few ways. In particular, our RG approach includes π2

resummation, our results are quoted as NNLL′ because
they go beyond NNLL by including the complete NNLO
singular terms in the fixed-order matching (which are the
correct boundary conditions for the N3LL resummation),
and finally we use a factorization based approach to un-
certainties, which also makes predictions for the correla-
tions between the different jet bins.
Comparing σ0 at pcutT = 25GeV and R = 0.4 our cen-

tral values agree with those in Ref. [9], and are well within
each other’s uncertainties. Our perturbative uncertainty
of 9.6% is a bit smaller than the 13.3% uncertainty for
σ0 of Ref. [9] which seems reasonable given the above

mentioned additions. One important ingredient in this
comparison is the inclusion of the π2 resummation which
improves the convergence of our results and decreases our
uncertainty. On the other hand, in Ref. [9] the central
scale is chosen to be µFO = mH/2 which also works in the
same direction, decreasing the uncertainty relative to the
choice µFO = mH . For the total cross section Ref. [9] has
a 7.4% uncertainty, whereas we have 6.9% uncertainty
using µFO = mH and including π2 resummation (see Ta-
ble II). From Table IV in appendix App. A we see that
our perturbative uncertainty for σ0(25GeV, 0.4) would
increase to 12.8% if the π2 resummation were turned off
(while still taking the central µFO = mH), and that at
this level the uncertainty would become comparable to
that of Ref. [9]. For pcutT = 30GeV and R = 0.5 our
central values remain perfectly compatible with Ref. [9],
and the uncertainties follow a pattern similar to the case
above.

0-jet cross section
resummed convergence

0-jet cross section
compared to fixed order

uncertainties

cross sections



Inclusive 1-jet Cross Section, 0-jet Efficiency
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FIG. 8: The inclusive 1-jet cross section for R = 0.4 and mH = 125GeV. On the left we show the different orders of our
resummed predictions, and on the right we compare our best prediction to that derived from the fixed NNLO cross section.
As in the 0-jet cross section, we observe a good convergence and reduction in uncertainties at successively higher orders of
accuracy.
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FIG. 9: The 0-jet efficiency for R = 0.4 and mH = 125GeV. On the left we show the different orders in our resummed
predictions, and on the right we compare our best prediction to that derived from the fixed NNLO cross section. Because the
efficiency is the ratio of the 0-jet and total cross sections, the correlated fixed-order scale uncertainty in each quantity reduces
the uncertainty in the 0-jet efficiency, making it relatively more accurate than the cross section itself.

our 0-jet cross section. This is reflected in both the num-
bers in Table II and in the results shown in Fig. 9.

In the left panel of Fig. 9 we show results for
the efficiency at different orders. The results at
NNLL′

pT
+NNLO are within the uncertainty band of

the lower order NLL′
pT

+NLO results, and again display
an improved level of precision. In the right panel of
Fig. 9 we see that the comparison of ε0(pcutT ) between
NNLL′

pT
+NNLO and pure NNLO follows a similar pat-

tern of improvement to what we have already observed
for the 0-jet and inclusive 1-jet cross sections.

Since the 0-jet efficiency is the more fundamental quan-
tity in the framework of Ref. [9], it makes sense to ex-
tend the comparison made in Sec. IVA to this observ-
able, again taking R = 0.4 and pcutT = 25GeV. At
NNLL+NNLO Ref. [9] has a 11.5% perturbative uncer-

tainty for ε0, which in their framework is assumed to be
independent from the uncertainty in the total cross sec-
tion. Thus, their uncertainty for σ0 is always larger than
that for ε0. This 11.5% uncertainty for their ε0 is close to
the 9.6% uncertainty for our σ0, but larger than the 6.8%
uncertainty for our ε0. For the analysis of Ref. [9] there
is no corresponding cancellation of uncertainties between
the numerator and denominator of Eq. (77), and hence
the same cancellation that we observe does not occur.

D. Correlations

When evaluating the perturbative uncertainties via the
profile scale variations as discussed in Sec. III C, the cor-
relations in the total perturbative uncertainties between
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As in the 0-jet cross section, we observe a good convergence and reduction in uncertainties at successively higher orders of
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our 0-jet cross section. This is reflected in both the num-
bers in Table II and in the results shown in Fig. 9.

In the left panel of Fig. 9 we show results for
the efficiency at different orders. The results at
NNLL′

pT
+NNLO are within the uncertainty band of

the lower order NLL′
pT

+NLO results, and again display
an improved level of precision. In the right panel of
Fig. 9 we see that the comparison of ε0(pcutT ) between
NNLL′

pT
+NNLO and pure NNLO follows a similar pat-

tern of improvement to what we have already observed
for the 0-jet and inclusive 1-jet cross sections.

Since the 0-jet efficiency is the more fundamental quan-
tity in the framework of Ref. [9], it makes sense to ex-
tend the comparison made in Sec. IVA to this observ-
able, again taking R = 0.4 and pcutT = 25GeV. At
NNLL+NNLO Ref. [9] has a 11.5% perturbative uncer-

tainty for ε0, which in their framework is assumed to be
independent from the uncertainty in the total cross sec-
tion. Thus, their uncertainty for σ0 is always larger than
that for ε0. This 11.5% uncertainty for their ε0 is close to
the 9.6% uncertainty for our σ0, but larger than the 6.8%
uncertainty for our ε0. For the analysis of Ref. [9] there
is no corresponding cancellation of uncertainties between
the numerator and denominator of Eq. (77), and hence
the same cancellation that we observe does not occur.

D. Correlations

When evaluating the perturbative uncertainties via the
profile scale variations as discussed in Sec. III C, the cor-
relations in the total perturbative uncertainties between
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Figure 1: Multiplicity of jets within the acceptance described
in the text, for events satisfying the pre-selection criteria. The
lepton flavours are combined. The hashed area indicates the
total uncertainty on the background prediction. The expected
signal for a SM Higgs boson with mH = 125 GeV is superim-
posed (multiplied by a factor 10 for better visibility).

imuthal angular difference between the leptons,
∆φ"", be less than 1.8 radians, and that the dilep-
ton invariant mass, m"", be less than 50 GeV for
the 0-jet and 1-jet channels. For the 2-jet channel,
the m"" upper bound is increased to 80 GeV (the
|m"" − mZ | > 15 GeV cut is always applied for the
same-flavour channels). For mH ≥ 200 GeV, the
leptons tend to have higher pT and larger angular
separation. Therefore, the ∆φ"" cut is omitted and
the m"" upper bound is increased to 150 GeV. For
mH > 300 GeV, the m"" < 150 GeV criterion is
also omitted.
In the 0-jet channel, the magnitude p""T of

the transverse momentum of the dilepton system,
p""T = p"1T + p

"2
T , is required to be greater than

30 GeV for the eµ channel and greater than 45 GeV
for the ee and µµ channels. This improves the re-
jection of the Drell-Yan background.
In the 1-jet channel, backgrounds from top

quark decays are suppressed by rejecting events
containing a b-tagged jet, as determined using a
b-tagging algorithm which uses a combination of
impact parameter significance and secondary ver-
texing information and exploits the topology of
weak decays of b- and c-hadrons [55]. The algo-
rithm is tuned to achieve an 80% b-jet identifica-
tion efficiency in tt̄ events while yielding a light-jet
tagging rate of approximately 6% [56]. The total
transverse momentum, ptotT , defined as the magni-
tude of the vector sum ptotT = p

"1
T +p

"2
T +p

j
T +p

miss
T ,

is required to be smaller than 30 GeV to suppress
tt̄, single top, and Drell-Yan background events
with jets with pT below threshold. The ττ in-

variant mass, mττ, is computed under the assump-
tion that the reconstructed leptons are τ lepton de-
cay products, that the neutrinos produced in the
τ decays are collinear with the leptons [57], and
that they are the only source of EmissT . Events in
which the computed energies of both putative τ
leptons are positive (the collinear approximation
does not always yield physical solutions) are re-
jected if |mττ − mZ | < 25 GeV.
The 2-jet selection follows the 1-jet selection

described above (with the ptotT definition modi-
fied to include all selected jets). In addition, the
following jet-related cuts are applied: the two
highest-pT jets in the event, the “tag” jets, are
required to lie in opposite pseudorapidity hemi-
spheres (ηj1×ηj2 < 0), with no additional jet within
|η| < 3.2; the tag jets must be separated in pseudo-
rapidity by a distance |∆ηjj| of at least 3.8 units;
finally, the invariant mass of the two tag jets, mjj,
must be at least 500 GeV.
A transverse mass variable, mT [58], is used in

this analysis to test for the presence of a signal.
This variable is defined as:

mT =
√

(E""T + E
miss
T )2 − |p""T + p

miss
T |

2,

where E""T =
√

|p""T |2 + m
2
""
. The predicted num-

bers of signal and background events at each stage
of the low mH selection procedure outlined above
are presented in Table 2. Figure 2 shows the dis-
tributions of the transverse mass after all the low
mH selection criteria in the 0-jet and 1-jet analyses,
for all lepton flavours combined. No distribution is
shown for the 2-jet channel as only a single event
(with mT = 131 GeV) is selected in the data.

4. Background Normalisation and Control
Samples

For the 0-jet and 1-jet analyses, all the main
backgrounds from SM processes producing two
isolated high-pT leptons (WW, top, Drell-Yan) are
estimated using partially data-driven techniques
based on normalising the MC predictions to the
data in control regions dominated by the relevant
background source. Only the small background
from diboson processes other than WW is esti-
mated using MC simulation. For the 2-jet anal-
ysis, the WW and Drell-Yan backgrounds are also
estimated using MC simulation. The backgrounds
from fake leptons, which include true leptons from
heavy flavour decays in jets, are fully estimated
from data. The control samples are obtained from

4

H→WW→2l+2ν
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FIG. 7: The 0-jet cross section for R = 0.4 and mH = 125GeV. On the left we show the NLLpT , NLL′
pT+NLO, and

NNLL′
pT+NNLO predictions. A good convergence and reduction of uncertainties at successively higher orders is observed. On

the right we compare our best prediction at NNLL′
pT+NNLO to the fixed NNLO prediction. The lower plots show the relative

uncertainty in percent for each prediction. On the lower left the lighter inside bands show the contribution from ∆resum only,
while the darker outer bands show the total uncertainty from adding ∆resum and ∆µ in quadrature.

ues for σ0(pcutT , R) with both theoretical uncertainties:

σ0(25GeV, 0.4) = 12.67± 1.22pert ± 0.46clust pb ,

σ0(30GeV, 0.5) = 13.85± 0.87pert ± 0.24clust pb . (74)

It is interesting to compare our results and uncertain-
ties for σ0 to the NNLL+NNLO results presented ear-
lier in Ref. [9]. Our results build on their results in a
few ways. In particular, our RG approach includes π2

resummation, our results are quoted as NNLL′ because
they go beyond NNLL by including the complete NNLO
singular terms in the fixed-order matching (which are the
correct boundary conditions for the N3LL resummation),
and finally we use a factorization based approach to un-
certainties, which also makes predictions for the correla-
tions between the different jet bins.
Comparing σ0 at pcutT = 25GeV and R = 0.4 our cen-

tral values agree with those in Ref. [9], and are well within
each other’s uncertainties. Our perturbative uncertainty
of 9.6% is a bit smaller than the 13.3% uncertainty for
σ0 of Ref. [9] which seems reasonable given the above

mentioned additions. One important ingredient in this
comparison is the inclusion of the π2 resummation which
improves the convergence of our results and decreases our
uncertainty. On the other hand, in Ref. [9] the central
scale is chosen to be µFO = mH/2 which also works in the
same direction, decreasing the uncertainty relative to the
choice µFO = mH . For the total cross section Ref. [9] has
a 7.4% uncertainty, whereas we have 6.9% uncertainty
using µFO = mH and including π2 resummation (see Ta-
ble II). From Table IV in appendix App. A we see that
our perturbative uncertainty for σ0(25GeV, 0.4) would
increase to 12.8% if the π2 resummation were turned off
(while still taking the central µFO = mH), and that at
this level the uncertainty would become comparable to
that of Ref. [9]. For pcutT = 30GeV and R = 0.5 our
central values remain perfectly compatible with Ref. [9],
and the uncertainties follow a pattern similar to the case
above.

yikes!
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Figure 2: Jet pT distribution (left) and jet η distribution (right) for all jets having a pT > 25 GeV
for the full 2012 dataset.

4 Pileup Jet Id Algorithm183

Pileup jet identification (id) relies on two distinct classes of variables:184

• vertexing related variables185

• shape related variables186

Charged PF candidates with tracks contribute to roughly half of the total pileup. Two thirds187

of the pileup in the tracker volume is charged, the other half of the pileup originates from188

either neutral candidates from charged particles which are outside of the tracker volume or189

true neutral candidates where no track is linked. Inside or near the tracker volume a distinct190

enhancement in the ability to discriminate against pileup is possible by exploiting the compat-191

ibility of the jet tracks to come from the PV. Outside the tracker volume, this use of vertexing192

is not possible, thus jet shower shapes are the only handle to distinguish pileup jets. Since193

characteristically overlapping pileup jets tend to result in wider jets, shape related variables194

are precisely designed to target the diffuseness of a jet.195

To perform the identification of pileup jets twelve distinct variables, four of which relate to the196

charged tracking information, are combined in a boosted decision tree (BDT) yielding a single197

discriminator which can be cut on to give jets of varying pileup contamination. This is known198

as the Pileup Jet multivariate analysis (MVA).199

The training of the BDT and optimization of the jet id working points are done separately in200

four regions corresponding to the four different regions of the calorimeters: the tracker volume201

(|η| < 2.5), the tracker-endcap transition region (2.5 < |η| < 2.75), the endcap region (2.75 <202

|η| < 3.0) and the HF region (3.0 < |η|). The tracker volume corresponds to the region where203

tracks are reconstructed. The transition region corresponds to the region where part of the jet is204

typically within the tracker volume and thus tracking variables can still be used, however their205

behavior is different to those within the tracker volume. The endcap region corresponds to the206

region where the HCAL and ECAL endcap are still present. The HF region corresponds to the207

region where the central jet axis lies in HF.208

The training is done on the Z+jets MC sample with target good jets and pileup jets given by the209

definitions in Sec. 3.210

The BDT based pileup jet id represents a baseline for usage by the CMS collaboration.211

pileup corrections essential for 
precision measurements 

in vetoed rates

threshold effect pileup jets

two types of pileup effects on jet bins

JME-13-005-pas
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covariance matrices
resummed and fixed order parts

10

Equation (47) is a completely generic parametrization
of a 2×2 symmetric matrix. This choice of parameters is
convenient because of the above physical interpretation.
An additional advantage is that the uncertainties are de-
scribed in terms of two independent components, which
are fully correlated or anticorrelated between the differ-
ent observables, so that the experimental implementation
is straightforward (e.g. in a profile likelihood fit, the yield
and migration uncertainties can each be implemented by
an independent nuisance parameter).
To estimate each uncertainty component in our resum-

mation framework we make the following identifications:

∆y
i ≡ ∆µi , ∆cut ≡ ∆resum . (49)

Here, ∆µi corresponds to the uncertainties in the cross
section that reproduce the fixed-order uncertainty in the
total cross section and probe the nonlogarithmic contri-
butions at finite pcutT . This makes it natural to iden-
tify these with the yield uncertainties. The resummation
uncertainty, ∆resum, corresponds to the intrinsic uncer-
tainty in the resummed logarithmic series. The loga-
rithms ln(pcutT /mH) are directly caused by the binning
cut and at small pcutT are the dominant veto-dependent
effect, which cancels between σ0 and σ≥1. Hence, higher-
order logarithms are the primary source of uncertainty
in the division of the cross section into bins and we can
therefore identify ∆resum with the migration uncertainty.
Furthermore, ∆resum vanishes at large pcutT where the re-
summation of logarithms becomes unimportant. This is
consistent with the fact that in this limit migration ef-
fects become irrelevant since σ≥1 becomes numerically
much smaller than σ0(pcutT ). Our procedure to estimate
∆µi and∆resum through scale variations in the resummed
cross section is discussed in the following sections.
With these identifications, the full covariance matrix

for {σ≥0,σ0,σ≥1} is given by

C
(

{σ≥0,σ0,σ≥1}
)

= Cµ + Cresum , (50)

where

Cµ =







∆2
tot ∆tot∆µ0 ∆tot∆µ≥1

∆tot∆µ0 ∆2
µ0 ∆µ0∆µ≥1

∆tot∆µ≥1 ∆µ0∆µ≥1 ∆2
µ≥1






,

Cresum =







0 0 0

0 ∆2
resum −∆2

resum

0 −∆2
resum ∆2

resum






, (51)

and we can easily read off the uncertainties in the differ-
ent cross sections

∆tot ≡ ∆µ≥0 = ∆µ0 +∆µ≥1 ,

∆2
0(p

cut
T ) = ∆2

resum +∆2
µ0 ,

∆2
≥1(p

cut
T ) = ∆2

resum + (∆tot −∆µ0)
2 . (52)

The uncertainties in other observables follow by standard
uncertainty propagation. For example, for the 0-jet effi-

ciency, ε0(pcutT ) ≡ σ0(pcutT )/σ≥0, we have

∆2
ε0
(pcutT )

ε20(p
cut
T )

=
∆2

0(p
cut
T )

σ2
0(p

cut
T )

+
∆2

tot

σ2
tot

− 2
∆tot∆µ0

σ≥0σ0(pcutT )
. (53)

Through the last term the correlation between ∆tot and
∆µ0 reduces the relative uncertainty in the 0-jet effi-
ciency, which will be noticeable in our numerical analysis.
In particular, in the limit of large pcutT where ε0 → 1 the
uncertainty ∆ε0 will go to zero as it should.

1. Fixed Order

In a pure fixed-order prediction, there is no way to
fully disentangle the two uncertainty components. Using
a common fixed-order scale variation for all observables
amounts to setting ∆cut = 0 and setting ∆y

i ≡ ∆FO
i .

However, as demonstrated in detail in Refs. [12, 47], at
small values of pcutT , as soon as the logarithmic correc-
tions become sizable, migration effects are important and
cannot be neglected. Doing so can lead to a significant
underestimate of uncertainties. A more reliable fixed-
order estimate is obtained by explicitly taking into ac-
count ∆cut by using instead

∆y
0 = ∆FO

≥0 ≡ ∆tot , ∆cut = ∆FO
≥1 , (54)

where ∆FO
≥i are the fixed-order uncertainties in the in-

clusive cross sections. (As explained in Ref. [12], this
choice is motivated by the fact that the perturbative se-
ries in σ≥1 starts as αs ln

2(pcutT /mH) and its fixed-order
scale variation therefore directly estimates the size of the
pcutT logarithms. An alternative prescription proposed in
Ref. [10] yields very similar results for ∆0(pcutT ).)
With the choice in Eq. (54) the uncertainties in the

pure fixed-order prediction are described by

CST

(

{σ≥0,σ0,σ≥1}
)

=







∆2
tot ∆2

tot 0

∆2
tot ∆2

tot+(∆FO
≥1 )

2 −(∆FO
≥1 )

2

0 −(∆FO
≥1 )

2 (∆FO
≥1 )

2






.

(55)

These are the default fixed-order Higgs jet-binning uncer-
tainties used by the experiments, and also what we will
use when comparing our results to fixed order in Sec. IV.

B. Resummation and Matching to Fixed Order
with Profile Scales

In the effective field theory framework, the resumma-
tion is performed by RGE running. First, we evaluate
each of the hard, beam, and soft functions appearing
in the factorized cross section at their natural virtuality
scales µi and rapidity scales νi. Next, we evolve them
all to arbitrary, common scales: µ for invariant mass and
ν for rapidity. This resums the logarithms of the in-
variant mass ratios µi/µj and rapidity ratios νi/νj. As
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Through the last term the correlation between ∆tot and
∆µ0 reduces the relative uncertainty in the 0-jet effi-
ciency, which will be noticeable in our numerical analysis.
In particular, in the limit of large pcutT where ε0 → 1 the
uncertainty ∆ε0 will go to zero as it should.

1. Fixed Order

In a pure fixed-order prediction, there is no way to
fully disentangle the two uncertainty components. Using
a common fixed-order scale variation for all observables
amounts to setting ∆cut = 0 and setting ∆y
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cannot be neglected. Doing so can lead to a significant
underestimate of uncertainties. A more reliable fixed-
order estimate is obtained by explicitly taking into ac-
count ∆cut by using instead

∆y
0 = ∆FO

≥0 ≡ ∆tot , ∆cut = ∆FO
≥1 , (54)

where ∆FO
≥i are the fixed-order uncertainties in the in-

clusive cross sections. (As explained in Ref. [12], this
choice is motivated by the fact that the perturbative se-
ries in σ≥1 starts as αs ln

2(pcutT /mH) and its fixed-order
scale variation therefore directly estimates the size of the
pcutT logarithms. An alternative prescription proposed in
Ref. [10] yields very similar results for ∆0(pcutT ).)
With the choice in Eq. (54) the uncertainties in the

pure fixed-order prediction are described by

CST

(

{σ≥0,σ0,σ≥1}
)

=







∆2
tot ∆2

tot 0

∆2
tot ∆2

tot+(∆FO
≥1 )

2 −(∆FO
≥1 )

2

0 −(∆FO
≥1 )

2 (∆FO
≥1 )

2






.

(55)

These are the default fixed-order Higgs jet-binning uncer-
tainties used by the experiments, and also what we will
use when comparing our results to fixed order in Sec. IV.

B. Resummation and Matching to Fixed Order
with Profile Scales

In the effective field theory framework, the resumma-
tion is performed by RGE running. First, we evaluate
each of the hard, beam, and soft functions appearing
in the factorized cross section at their natural virtuality
scales µi and rapidity scales νi. Next, we evolve them
all to arbitrary, common scales: µ for invariant mass and
ν for rapidity. This resums the logarithms of the in-
variant mass ratios µi/µj and rapidity ratios νi/νj. As

allows for control over 
correlations between jet bins

pileup corrections are:

1. purely uncorrelated
2. anti-correlated between jet bins

Cpileup(σ0,σ≥1) =

�
∆2

pu −∆2
pu

−∆2
pu ∆2

pu

�

threshold and pileup jet effects have 
separate kinematic dependence, e.g.:
on veto scale, steepness of 0-jet rate

would be interesting to see the size of 
these terms at LHC8, LHC14, hi lumi LHC
can be estimated from MC (for theorists)
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σ0(p
cut
T

) = H(mH)
�

i,j

�
dxadxb

�
Cij ⊗ fi ⊗ fj

�
(xa, xb, p

cut
T

)U0(p
cut
T

) + σns(p
cut
T

)

tree level terms
rescale with the luminosities

higher order corrections probe 
the PDFs in different ways, e.g.:

� 1

x

dz

z
Pgg

�x
z

�
fg(z)

we are not close to probing the full PS, 
so the luminosity dependence 
is the only connection to Ecm
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blue: resummation uncertainties
light red: fixed-order uncertainties

red: total uncertainties

ratio of 14/8 TeV probes 
fixed-order variations more strongly probed
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FIG. 4: The
√
s dependence of the cross section for mH = 160 GeV at LO (dashed) and NLO

(solid). Results are shown for the minimal set of cuts in Eq. (14) (two upper red curves) and after

application of the additional WBF Higgs search cuts given in Eq. (15) (two lower red curves). The

cross section for the weak boson fusion process is also shown for comparison (four central blue

curves).
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gg and qq luminosities
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can we use this ratio to 
lower the uncertainty on 
the gg contamination?
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Conclusions

• Higgs measurements at LHC14 expand the precision program

• Veto thresholds, pileup dependence are interesting issues

• Can integrate uncertainties with theory predictions

• Drell-Yan a good testing ground for some of these effects, although 
higher order corrections much smaller

• Can we understand gg fusion contamination of VBF analysis by 
comparing 14, 8 TeV measurements?
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