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Issues - auto setup script

Deployment of auto-setup scripts caused pilot failure

the plot below shows number of wrappers running/exiting, pilot was exiting
immediately

rolled back quickly

workaround deployed in both setup and wrapper scripts
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Notes

® BNL file recovery ongoing (see today’s news)

® US cloud hit transfer timeout with large number of jobs failed. Caused by
loaded Site Services and workaround by increasing transfer timeout. BNL-
DATADISK now handled by separate site service machine.

® FTS3 now used by 4 UK sites (ECDF LANCS,MAN,RALPP)
® no problems

¢ also WEIZMANN-LCG2 and tomorrow IL-TAU-HEP and TECHNION:-
HEP
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https://indico.cern.ch/conferenceDisplay.py?confId=263329
https://indico.cern.ch/conferenceDisplay.py?confId=263329

Notes

® an interuption to monitoring was
noticed Friday

® hasn’t been investigated but noted
here for completeness

® possibly a pandaserver intervention?

CERN-P| OpenStack scaling better now

-k
330

WalClock Consumption for Successful and Failed jobs

R, A ' 47 Howrs from 2013-07-12 0000 to 2013-07-13 23:59 UTC

Tk 10 Cone mage. chak s g 90 e
M avBe byl S Pet BN et

Running jobs

24 Mowrs $om J013.07.10 0600 to 201340711 06 53 UTC
Al v v v v ¥

B -
o - e .
Ll LS

Tuesday, 16 July 13



