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Issues - auto setup script

• Deployment of auto-setup scripts caused pilot failure

• the plot below shows number of wrappers running/exiting, pilot was exiting 
immediately

• rolled back quickly

• workaround deployed in both setup and wrapper scripts
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Notes

• BNL file recovery ongoing  (see today’s news)

• US cloud hit transfer timeout with large number of jobs failed. Caused by 
loaded Site Services and workaround by increasing transfer timeout. BNL-
DATADISK now handled by separate site service machine.

• FTS3 now used by 4 UK sites (ECDF, LANCS,MAN,RALPP)

• no problems

• also WEIZMANN-LCG2 and tomorrow IL-TAU-HEP and TECHNION-
HEP
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Notes

• an interuption to monitoring was 
noticed Friday

• hasn’t been investigated but noted 
here for completeness

• possibly a pandaserver intervention? 

CERN-P1 OpenStack scaling better now 
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