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• Update	
  on	
  Core-­‐Collapse	
  Supernova	
  Theory	
  

• What’s	
  going	
  on	
  with	
  Advanced	
  LIGO/Virgo?	
  
(for	
  the	
  LIGO	
  ScienPfic	
  CollaboraPon	
  &	
  Virgo)	
  

• GravitaPonal	
  Waves	
  from	
  	
  
Core-­‐Collapse	
  Supernovae	
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Nuclear	
  equaPon	
  of	
  state	
  (EOS)	
  
sPffens	
  at	
  nuclear	
  density.	
  
	
  
Inner	
  core	
  (~0.5	
  MSun)	
  	
  
-­‐>	
  protoneutron	
  star	
  core.	
  	
  
Shock	
  wave	
  formed.	
  

Outer	
  core	
  accretes	
  onto	
  
shock	
  &	
  protoneutron	
  star	
  
with	
  O(1)	
  M⦿/s.	
  

-­‐>	
  Shock	
  stalls	
  at	
  ~100	
  km,	
  
	
  must	
  be	
  “revived”	
  to	
  drive	
  
	
  explosion.	
  

Reviews:	
  
Bethe’90	
  
Janka+‘12	
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Key	
  QuesPon:	
  

What	
  is	
  the	
  mechanism	
  that	
  	
  
revives	
  the	
  stalled	
  shock?	
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•  Mul:-­‐D	
  dynamics:	
  	
  
convecPon,	
  standing	
  accrePon	
  
shock	
  instability	
  (SASI)	
  crucial.	
  

OA	
  ‘09	
  

•  Detailed	
  2D	
  (axisymmetric)	
  
simulaPons	
  show	
  explosions:	
  
	
  
B.	
  Müller+	
  12ab,	
  13,	
  14	
  
Bruenn+	
  13	
  
Takiwaki+14	
  
	
  
But:	
  no	
  2D	
  explosions	
  in	
  
Dolence+14	
  	
  
(but	
  different	
  EOS,	
  Newt.	
  grav.)	
  

•  What	
  about	
  3D?	
  



•  1D	
  -­‐>	
  2D:	
  neutrino	
  heaPng	
  more	
  efficient,	
  some	
  models	
  explode.	
  

•  2D	
  -­‐>	
  3D:	
  (1) 	
  Character	
  of	
  turbulence	
  changes;	
  	
  
	
   	
  energy	
  cascades	
  to	
  small	
  scales	
  (large	
  scales	
  in	
  2D).	
  
	
  (2) 	
  AddiPonal	
  degree	
  of	
  freedom:	
  	
  
	
   	
  nonaxisymmetric	
  flow.	
  

	
  

The	
  Fron:er:	
  3D	
  Core-­‐Collapse	
  Supernovae	
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• Is	
  the	
  neutrino	
  mechanism	
  robust	
  in	
  3D?	
  

•  Some	
  “early”	
  work:	
  Fryer	
  &	
  Warren	
  02,	
  04	
  (SPH)	
  

•  Lots	
  of	
  new	
  work:	
  Fernandez	
  10,	
  Nordhaus+10,	
  
Takiwaki+11,	
  Burrows+12,	
  Murphy+13,	
  Dolence+13,	
  
Hanke+12,13,	
  Kuroda+12,	
  OT+13,	
  Couch	
  13,	
  	
  
Takiwaki+13,	
  Couch	
  &	
  OT	
  13,	
  Couch	
  &	
  O’Connor	
  13	
  

• ApproximaPons	
  currently	
  made:	
  	
  
(1)	
  	
  Gravity	
  	
  	
  	
  (2)	
  Neutrinos	
  	
  	
  	
  (3)	
  ResoluPon	
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OT+2013	
  
Caltech,	
  
full	
  GR,	
  
parameterized	
  
Neutrino	
  heaPng	
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Results	
  of	
  current	
  3D	
  Simula:ons	
  

Does	
  3D	
  help	
  the	
  explosion?	
  

Dolence+	
  13	
  Yes:	
  
Explosions	
  start	
  
earlier	
  in	
  3D.	
  

Nordhaus+10,	
  	
  
Burrows+12,	
  
Dolence+13,	
  
Handy+13,	
  	
  
Takiwaki+12	
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ExplanaPon(s)?	
  

-­‐> 	
  Hanke+12,13,	
  Couch	
  &	
  O’Connor	
  13:	
  	
  Turbulent	
  cascade	
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communication). Hanke et al. (2012) chose to adjust the neu-
trino opacities used so that their 1D critical curves matched
those of Nordhaus et al. We have not.

We follow the approach proposed by Liebendörfer (2005)
for following the evolution of the electron fraction, Ye. In this
approach, calibrated with 1D Boltzmann transport simulations,
Ye is dependent only on density. This is strictly only applicable
during the pre-bounce collapse phase, however, we continue
to use the density-dependent electron fraction approach post-
bounce, as done by Nordhaus et al. (2010). We have found that
neglecting any changes in Ye post-bounce results in substan-
tially earlier explosions for a given neutrino luminosity. We do
not include the entropy changes due to deleptonization given
in Liebendörfer (2005).

We use 1D spherical, 2D cylindrical, and 3D Cartesian
geometries with adaptive mesh refinement (AMR) as imple-
mented in FLASH via PARAMESH (v.4-dev, MacNeice et al.
2000). For this study we use a fiducial resolution at the max-
imum refinement level of 0.7 km in each direction. We limit
the maximum refinement level with radius such that a pseudo-
logarithmic radial grid spacing is obtained. Our refinement
limiter takes the form

�x

`
i > ⌘r, (6)

where �x

`
i is the grid spacing in the i-direction at refinement

level `, r is the spherical radius, and ⌘ is a parameter that sets
the effective angular spacing. If equation (6) is not satisfied by
a given AMR block, further refinement of that block is prohib-
ited. For our fiducial resolution we set the finest grid spacing
to 0.7 km and ⌘ = 1.25%, resulting in an effective “angular”
resolution of 0.

�
54. In 1D, the simulated domain spans 0 km

to 5000 km, in 2D the domain is 0 km to 5000 km in cylindri-
cal radius, R, and -5000 km to 5000 km in z, and in 3D the
domain is -5000 km to 5000 km in each Cartesian dimension.
At the outer spatial limits of the domain, we set boundary con-
ditions that apply power-law profiles to density and velocity
that approximate the stellar envelope outside the domain. Such
boundary conditions are critically important to the results of
the present study as simple “outflow” boundary conditions
overestimate the mass accretion rate at late times, altering the
explosion time for near-critical luminosities. This is because
“outflow” boundary conditions enforce a zero-gradient condi-
tion for the flow variables which mimics a flat density (etc.)
profile outside the simulation domain artificially enhancing the
mass flux into the domain from the boundary.

We use the 15 M� progenitor of Woosley & Weaver (1995)
in all of our simulations.

3. RESULTS: EXPLOSION TIMES
We have run a series of 1D, 2D, and 3D simulations in which

we varied the driving neutrino luminosity. We start in the pre-
collapsed progenitor phase and follow the evolution through
collapse, bounce, shock stagnation and eventual revival. Figure
1 shows a volume rendering of entropy and the shock surface
in a 3D simulation at 850 ms post-bounce. In Table 1 we
give the explosion delay times for our series of simulations
and Figure 2 shows the average shock radii as a function of
time post-bounce for a number of our simulations. Figure 3
shows the critical luminosity curves as functions of both post-
bounce explosion time and mass accretion rate at explosion.
We consider a model to have exploded once the average shock
radius exceeds 400 km and does not subsequently fall back
below this value (as in Nordhaus et al. 2010; Hanke et al.

Table 1
Explosion times and accretion rates at time of explosion.

0.5 km 0.7 km 0.7 km
L⌫e

a texp
b Ṁexp

c texp Ṁexp texp Ṁexp
(1052 erg/s) (ms) (M�/s) (ms) (M�/s) (ms) (M�/s)

1D

2.0 · · · · · · · · · · · ·
2.1
2.2 · · · · · · · · · · · ·
2.3 943 0.153 822 0.170
2.4 538 0.221 554 0.221
2.5 380 0.262 389 0.262
2.7 216 0.310 212 0.310
2.9 200 0.314 197 0.317

2D 2D 3D

1.7 713 0.190 388 0.260 821 0.175
1.8 490 0.233 309 0.274
1.9 313 0.278 291 0.284 403 0.261
2.0 263 0.294
2.1 247 0.298 222 0.313 238 0.302

a Electron-neutrino luminosity.
b Time after bounce of onset of explosion. A “...” symbol indicates that the model
does not explode during the simulated period of evolution.
c Mass accretion rate at onset of explosion.
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Figure 2. Average shock radii as a function of time relative to bounce for
three neutrino luminosities in 2D and 3D. Also shown for comparison is the
shock radius from the 1D simulation with L⌫,52 = 2.3. Universally, the
shock expands more rapidly in 2D than in 3D. Increasing the resolution in 2D
delays explosion, as shown by the cyan curve.

2012), though other metrics, such as reaching a critical value
of the ratio of advection time to heating time in the gain region
(e.g., Fernández 2012) or satisfying the ‘ante-sonic’ condition
(Pejcha & Thompson 2012) may be used (for a comparison
of the difference between these metrics, see Dolence et al.
2012). We find that the critical luminosity curve is lowered in
multidimensional simulations as compared with spherically-
symmetric simulations, consistent with all previous similar
studies (Murphy & Burrows 2008; Nordhaus et al. 2010; Hanke
et al. 2012; Couch 2012). When comparing 2D to 3D, however,
we find interesting and heretofore unprecedented behavior: at
our fiducial resolution the 2D simulations consistently explode
earlier than 3D simulations at the same neutrino luminosity.
Figure 2 shows that for a given neutrino luminosity the average

Does	
  3D	
  help	
  the	
  explosion?	
  

No:	
  
Hanke+12,13	
  
Couch	
  13	
  
Couch	
  &	
  O’Connor	
  13	
  
Takiwaki+13	
  

3D	
  simulaPons	
  	
  
explode	
  later	
  	
  
than	
  2D	
  ones.	
  

Couch	
  2013	
  

Results	
  of	
  current	
  3D	
  Simula:ons	
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Turbulent	
  Cascade:	
  2D	
  vs.	
  3D	
  	
  

SUBMITTED TO APJ ON 2013 OCTOBER 21 COUCH & O’CONNOR

Figure 13. Pseudo-color slices of entropy at four postbounce times for s27 fheat 1.05 3D. The colormap and limits are indicated on the left and kept fixed for each
time. Convection is already strong by 100 ms, as is indicated in Figures 11 & 12. As explosion sets in (right two panels), the convection becomes volume-filling
and large, high-entropy bubbles emerge that push the shock outward. The explosion begins in an asymmetrical fashion (right-most panel). The development of
convection in our simulations is very similar to that of Ott et al. (2013).
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Figure 14. Turbulent kinetic energy spectra, as measured by the non-radial
component of the velocity. The top panel shows 2D and 3D spectra for s15
and the bottom panel displays the same for s27. The E

`

are averaged over a
10 km-wide shell, centered on a radius of 125 km, and over 10 ms, centered at
150 ms postbounce. In all cases, 2D simulations result in much greater kinetic
energy density on large scales than 3D. Kinetic energy on large scales has
been suggested to be conducive to explosion (Hanke et al. 2012).

et al. 2013). Turbulent stresses can aid shock expansion in
multidimensional simulations of CCSNe (Murphy et al. 2013).
The presence of strong turbulent motions behind the forward
shock during the explosion phase may even effect collective
neutrino flavor oscillations (Lund & Kneller 2013). Based on
the global CCSN turbulence model developed by Murphy &
Meakin (2011), Murphy et al. (2013) argue that the turbulence
in neutrino-powered CCSNe explosions is primarily the result
of neutrino-driven convection. Here, rather than focus on the

primary driver of turbulence in our simulations, we address the
differences in the development of turbulence between 2D and
3D.

Following a number of previous studies, we examine tur-
bulent motion by decomposing the non-radial component of
the kinetic energy density in terms of spherical harmonics
(e.g., Hanke et al. 2012; Dolence et al. 2013; Couch 2013a;
Fernández et al. 2013). We define coefficients,

✏`m =

I p
⇢(✓, �)vt(✓, �)Y

m
` (✓,�)d⌦, (13)

where the transverse velocity magnitude is vt = [v

2

✓ + v

2

�]

1/2.
The non-radial kinetic energy density as a function of ` is then

E` =

X̀

m=�`

✏

2

`m [erg cm

�3

]. (14)

In Figure 14, we show the E` spectra for s15 (top) and s27
(bottom) in both 2D and 3D. The spectra are computed in a 10
km-wide spherical shell centered on a radius of 125 km and
at a postbounce time of 150 ms. This time and radius were
chosen to coincide with the initial development of strong non-
radial motion yet prior to onset of significant shock expansion
or contraction (see Figs. 10 & 11). Immediately apparent
is that 2D simulations have much greater turbulent kinetic
energy on large scales (small `) than 3D. This is the case
even when comparing the 2D fheat = 0.95 cases with the
3D fheat = 1.05 cases. Similar behavior is found in other
comparisons of turbulence in 2D and 3D (Hanke et al. 2012;
Dolence et al. 2013; Couch 2013a). These studies also found
that non-radial kinetic energy on large scales correlated with
vigor of explosion. Hanke et al. (2012) even suggest that non-
radial kinetic energy on large scales, by significantly increasing
matter dwell times in the gain region, could be key to the
success of the neutrino mechanism. Our results also support
this conclusion; the closer a model is to explosion, the larger
the turbulent kinetic energy on large scales.

It is well-known that turbulence in 2D exhibits very dif-
ferent behavior than in 3D. The most significant difference,
particularly for the present discussion, is the so-called “inverse
energy cascade” in 2D. According to Kolmogorov’s theory of
turbulence, turbulent energy is injected on large scales and sub-
sequently is transfered via the turbulent cascade to small scales
(Kolmogorov 1941). In 2D, turbulent energy is still injected
at the large, driving scale, but from there cascades to large
scales instead. Enstrophy, the integrated squared-vorticity,

17

Couch	
  &	
  O’Connor	
  13	
  
see	
  also:	
  Dolence+13,	
  Hanke+12,13,	
  Abdikamalov+’14	
  (in	
  prep.)	
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Figure 5. Colormaps of the specific entropy in the x-z plane in models s27 fheat1.00 (left column), s27 fheat1.05 (center column), and s27 fheat1.15 (right column)
at 80, 115, and 154ms after core bounce. The linear scales of the three vertical panels are 350, 450, and 900 km at these three times. The values of the specific
entropy in the convectively unstable gain region increase with time in all simulations. Model s27 fheat1.00 exhibits a stagnant shock and only small deviations
from sphericity. The average shock radius is secularly growing in model s27 fheat1.05 with slightly stronger neutrino heating and the shock is more aspherical.
Model s27 fheat1.15 is on track to explosion and exhibits, at 154ms after bounce, a strongly deformed shock with a single large high-entropy bubble.

toneutron star cannot sufficiently cool, deleptonize and con-
tract (Hanke et al. 2012; B. Müller et al. 2012a). This, in
turn, results in too large shock radii and low advection speeds
through the convectively unstable gain layer that may artifi-
cially favor the growth of convection over SASI (Scheck et al.
2008; Foglizzo et al. 2006; B. Müller et al. 2012a). Our leak-
age/heating scheme is designed specifically to overcome these
limitations at little additional computational cost. We take
into account cooling by ⌫e, ⌫̄e, and ⌫x, account for the change
in electron fraction by ⌫e and ⌫̄e emission and absorption. Our
heating prescription uses the true ⌫e and ⌫̄e luminosities avail-
able at a given position for heating (as computed by leak-
age/heating at smaller radii) and the mean-squared neutrino
energies entering the heating rate are determined by assum-
ing black body emission from the ⌫e and ⌫̄e neutrinospheres,
taking the time-changing thermodynamic locations on these
surfaces into account.

While clearly not as sophisticated as recent gray multi-D
(e.g., Scheck et al. 2008; E. Müller et al. 2012; Kuroda et al.
2012) or energy-dependent (e.g., Ott et al. 2008; Marek &
Janka 2009; B. Müller et al. 2012b,a; Takiwaki et al. 2012)
neutrino radiation-hydrodynamics calculations, the goal of
our approach is to capture the essential qualitative features
correctly and reproduce quantitative results approximately. In
the following, we investigate the extent to which our scheme
lives up to its premise.

In Fig. 6, we plot, for all four models, the time evolutions
of the baryonic mass inside the 1011 gcm-3 density isosur-
face (top panel, left ordinate), the angle-averaged accretion
rate measured outside the shock (top panel, right ordinate),
the angle-averaged coordinate radius of the 1011 gcm-3 den-
sity isosurface (center panel), and the angle-averaged ⌫e, ⌫̄e,
and ⌫x neutrinosphere radii (where ⌧⌫i = 1; bottom panel).

•  Explosions:	
  	
  
low-­‐mode	
  asymmetry	
  
-­‐>	
  pulsar	
  kicks,	
  SN	
  remnants	
  

• Downsides	
  of	
  current	
  3D	
  models:	
  
Either	
  underresolved	
  or	
  
parameterized	
  (or	
  both).	
  

•  3D	
  may	
  make	
  it	
  harder	
  to	
  explode!	
  

What	
  else	
  	
  
could	
  be	
  missing?	
  

OT+13	
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  Stellar	
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All	
  available	
  stellar	
  models	
  are	
  spherically	
  symmetric!	
  
(But	
  stars	
  are	
  not	
  perfectly	
  spherical!)	
  

The Astrophysical Journal, 733:78 (11pp), 2011 June 1 Arnett & Meakin

Figure 4. Structure of C, Ne, O, and Si shells surrounding the Fe-core of a pre-collapse progenitor of 23 M⊙ star. Snapshots at times tf = 115, 247, and 307 s (top to
bottom) after our fiducial model (see the text). The format is the same as in Figure 3. The eruption has become strongly nonlinear, as the bottom panels show.

Distortions in the O burning shell are obvious. The EOS in
this region is affected strongly by the thermal production of an
equilibrium abundance of electron–positron pairs, so that the
effective adiabatic exponent drops below6 Γ1 ∼ 4/3. Similarly,
Γ4 ≡ 1 + E/PV ∼ 4/3; this means that the local contribution
to the gravitational binding energy, which is proportional to
Γ4 − 4/3, is small. This is a common property of oxygen
burning in stars (Arnett 1969, 1996). The restoring force for
stable stratification is weak, allowing large amplitude distortions
with little energy cost.

The decrease in Γ1 and Γ4 is due to the need to provide
the rest mass for newly formed electron–positron pairs. At
low temperature, kT ≪ 2 mec

2, the number density of pairs
relative to the charge density of ions decreases exponentially
with decreasing temperature, and is negligible. As temperature
approaches T ∼ 2 × 109 K, the effect on the EOS becomes
largest. At higher temperatures, the increase in mass of pairs
is less relative to the thermal energy kT , so that these gammas
approach that of an extreme relativistic gas, Γ1 = Γ4 = 4/3.
Oxygen burning (O16 fusion) in stars occurs at T ∼ 2 × 109 K,
so that this burning stage is most influenced by the effects of
electron–positron pair production on the EOS.

Consider first the left column in Figure 3. The top panel
(t = 0) is relatively symmetric, but as time passes the middle
and lower panel show increasing distortion, especially visible at
the interface between the outer, light blue layer and the middle,

6 See Table 5 in Arnett et al. (2009), and recall that
∇ad = (Γ2 − 1)/Γ2 ≈ 1/4 across the whole O burning convective zone.

medium blue layer. The streams of light blue inside the medium
blue represent entrainment of matter with little Si, that is, C
and Ne fuel. This corresponds to the flame structures seen
on the right side of the left column, which are due to C and
Ne burning (note similarity in shapes on left and right sides in
the left column). Similar entrainment is occurring at the top of
the Si burning convective region; the outer edge of the light blue
inner ring is rippled due to bursts of burning. The amplitude of
these variations is smaller due to the stiffer EOS here.

The right side of the right column shows the turbulent
convective speed. The large structures are the oxygen burning
convective zone. A smaller convection zone may be seen
surrounding the Fe core, due to the Si burning shell. The C–Ne
layer, lying outside the oxygen burning shell, illustrated the
effect of a low-order mode. In the top and bottom panels there
is little motion, while in the middle panel the amplitude of the
motion is near maximum. The lighter red areas at about 30◦ and
70◦ from vertical correspond to nodes in the modal velocity.
Because of symmetry about the equator (horizontal), we have
four nodes in 180◦, or an ℓ = 4 mode being dominant. Odd
values of ℓ are suppressed by the domain size and symmetry
imposed by our boundary condition, so this is the lowest order
possible in this simulation; it has a period of about 60 s, but
is mixed with other weaker modes. A movie of the simulation
shows a dramatic change as this mode turns the speed on and
off as we move from top to middle to bottom.

Figure 4 shows the same variables at t = 115, 247, and 307 s,
after several, increasingly vigorous “sloshes.” The distortion

7

ArneT	
  &	
  Meakin	
  2011	
  

•  Late-­‐stage	
  oxygen	
  burning	
  very	
  violent	
  
-­‐>	
  may	
  lead	
  to	
  large-­‐scale	
  deviaPons	
  from	
  sphericity	
  in	
  O/Si	
  layer.	
  

•  Could	
  this	
  have	
  an	
  effect	
  on	
  the	
  explosion	
  mechanism?	
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Figure 1. Example of the initial ✓-velocity perturbations applied in this
study. Shown is the a meridional slice of the Mach number of the ✓-direction
velocity. The arrows in the outer ring of perturbations show the local velocity
directions.

leakage scheme includes a multiplicative factor, fheat, in the
neutrino heating source term, which can be adjusted to yield
more efficient neutrino heating (i.e., fheat> 1). The leak-
age scheme with fheat= 1.00 is tuned to match the multian-
gle, multigroup full neutrino transport simulations of Ott et al.
(2008). In all simulations reported here, we use 3D Cartesian
geometry with a finest grid spacing dx

min

= 0.49 km. Using
adaptive mesh refinement, we achieve a pseudo-logarithmic
grid by decrementing the maximum allowed refinement level
as a function of radius. The typical effective “angular” reso-
lution is 0.37�.

We use a single progenitor model, the 15-M� star of
Woosley & Heger (2007). In order to study the dependence of
3D CCSN simulations on asphericities extant in the progeni-
tor, we apply perturbations to the 1D stellar profile. We seed
perturbations that are convolutions of sinusoidal functions of
radius and angle. For simplicity, we perturb only the veloc-
ity in the spherical ✓-direction and leave all other variables
untouched. The form of the sinusoidal perturbation to v✓ is

�v✓ = M

pert

cS sin[(n � 1)✓] sin[(n � 1)⇣] cos(n�) , (1)

where M

pert

is the peak Mach number of the perturbations, cS
is the local adiabatic sound speed, n is the number of nodes in
the interval ✓ = [0, ⇡], and ⇣ = ⇡(r� r

pert,min

)/(r

pert,max

�
r

pert,min

). The perturbations are only applied within a spher-
ical shell with radial limits r

pert,min

< r < r

pert,max

. We
scale the perturbations with local sound speed so that the peak
amplitudes of the perturbations are constant in Mach number,
not absolute velocity. This results in higher-speed perturba-
tions at smaller radii where the sound speeds are larger. Im-
portantly, for odd node numbers, Eq. (1) results in zero net
momentum contribution to the inital conditions. We have ver-
ified this experimentally to machine-precision.

3. RESULTS

We start our 3D simulations from the results of 1D simula-
tions at 2 ms after core bounce, and it is at this point that we

apply the perturbations given by Eq. (1). In the results we dis-
cuss here, we use a node count n = 5 and peak perturbation
Mach number M

pert

= 0.2. This establishes large-scale per-
turbations that are similar in extent and speed to some convec-
tive plumes found in multi-D progenitor burning simulations
(Meakin & Arnett 2007; Arnett & Meakin 2011). We choose
r

pert,min

to correspond to the inner edge of the silicon shell
(i.e., the outer edge of the iron core). For this progenitor at the
time of core bounce, this corresponds to a radius of ⇠ 1000

km. We set r

pert,max

= 5000 km, which is sufficiently large
to never reach the shock during the simulated time period.
Figure 1 shows a pseudo-color plot of the perturbations used
in this study.

We present the results of four 3D simulations, two per-
turbed and two unperturbed. We use two different heat fac-
tors for both perturbed and unperturbed case: fheat= 1.00 and
a slightly enhanced heating case with fheat= 1.02. We refer to
the simulations using the scheme n[node count]m[initial per-

turbation Mach number, times ten] fheat[heat factor], such that
the perturbed model with enhanced heat factor is referred to
as ‘n5m2 fheat1.02.’

We find that introducing plausibly-scaled velocity pertur-
bations in the Si shell of the progenitor star can trigger a
successful explosion for cases in which an unperturbed sim-
ulation fails. Figure 2 shows several entropy volume render-
ings for models n0m0 fheat1.02 and n5m2 fheat1.02 at three
postbounce times. The only difference between these two
models is the presence of initial velocity perturbations in the
Si/O layer. Model n5m2 fheat1.02 results in continued run-
away shock expansion and asymmetric explosion, as clearly
shown, while model n0m0 fheat1.02 fails to explode and the
shock recedes to small radii. At 100 ms, only shortly after
the perturbations have reached the shock, both simulations are
quite similar showing strong convection following the preced-
ing period of shock expansion. By 200 ms, however, differ-
ences in the models are obvious. The shock has already begun
to recede in n0m0 fheat1.02 while model n5m2 fheat1.02 has
retained a large shock radius and is on the verge of runaway
shock expansion. The last frames show the final states of the
two simulations. Model n5m2 fheat1.02 has exploded, result-
ing in a large, asymmetric shock structure, while the shock
has fallen back to ⇠100 km in model n0m0 fheat1.02.

In Figure 3, we present the time evolutions of several global
metrics for our four 3D simulations. The top panel of Fig. 3
shows the average shock radius. All models, with the excep-
tion of n5m2 fheat1.02, fail to explode. Compared with the
control case, n0m0 fheat1.00, both n0m0 fheat1.02 and n5m2
fheat1.00 show longer stalled-shock phases prior to shock re-
cession. These two intermediate cases, despite employing dif-
ferent heat factors, show remarkably similar average shock ra-
dius histories. In the case of the successful explosion, n5m2
fheat1.02, the average shock radius remains extremely simi-
lar to the comparable unperturbed model, n0m0 fheat1.02, un-
til about 100 ms after bounce. The average shock radius of
n5m2 fheat1.02 remains relatively constant just below 200 km
until t

pb

⇠ 200 ms at which point the shock begins to expand
rapidly, signaling the onset of explosion.

The second panel of Fig. 3 shows a measure of the over-
all shock asymmetry, the normalized standard deviation of
the shock radius �̃. The shock asymmetry grows as n5m2
fheat1.02 experiences runaway shock expansion, indicating
that the explosion is aspherical, as is also clear from the
bottom-right panel of Fig. 2. The failed explosions show com-
paratively small values of �̃, implying relative sphericity of

2

Example	
  setup.	
  
Velocity	
  field	
  perturbaPon.	
  

•  3D	
  simulaPons	
  using	
  FLASH	
  
with	
  parameterized	
  neutrino	
  
heaPng	
  (OT+13).	
  

•  Periodic	
  velocity	
  perturbaPons	
  
up	
  to	
  Mach	
  0.2,	
  moPvated	
  by	
  
mulP-­‐D	
  stellar	
  models.	
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Figure 2. Volume renderings of entropy for models n0m0 fheat1.02 (left col-
umn) and n5m2 fheat1.02 (right column) at three different postbounce times,
from top to bottom: 100 ms, 200 ms, and 300 ms. The spatial scale is noted
at the bottom of each pane and increases with time. The PNS is visible in the
center of the renderings, marked by a magenta constant-density contour with
value 1012 g cm�3.

the shock surface, until strong SASI oscillations set in after
the shock has receded (see Couch & O’Connor 2013).

The presence of pre-shock perturbations has substantial im-
pact on the neutrino heating efficiency, ⌘ = Q

net

(L⌫e +

L⌫̄e)
�1. As shown in the third panel of Fig. 3, for n5m2

fheat1.00, the heating efficiency history is very similar to that
of n0m0 fheat1.02. This implies that the perturbations drive
nonradial motion that increases the dwell time of material in
the gain region, significantly enhancing the fraction of neu-
trino luminosity absorbed. For n5m2 fheat1.02, the combi-
nation of fheat> 1 and pre-shock perturbations results in a
sufficiently increased heating efficiency to initiate a neutrino-
driven explosion. Also, ⌘ depends sensitively, and non-
linearly, on fheat. The time-averaged heating efficiencies for
simulations n0m0 fheat1.00, n0m0 fheat1.02, n5m2 fheat1.00,
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Figure 3. Time evolution of the global explosion diagnostics for our simu-
lations. Four 3D simulations are shown: unperturbed models with fheat1.00
(black lines) and 1.02 (blue lines), and perturbed models with fheat1.00 (green
lines) and 1.02 (red lines). The top panel shows the average shock radius.
The second panel shows the normalized standard deviation of the shock ra-
dius, �̃ = hr

shock

i�1[(4⇡)�1

R
d⌦(r

shock

� hr
shock

i)2]1/2. The third
panel shows the heating efficiency, ⌘ = Q

net

(L⌫e + L⌫̄e )�1. The bottom
panel shows the ratio of advection-to-heating time scales.

and n5m2 fheat1.02 are 0.062, 0.080, 0.075, and 0.100, re-
spectively.

It is almost exactly at the positive inflection in the aver-
age shock radius curve of n5m2 fheat1.02 (⇠ 200 ms) that
the critical condition for explosion, ⌧

adv

/⌧

heat

> 1 is satis-
fied (Fig. 3; Thompson 2000; Janka 2001; Buras et al. 2006;
Fernández 2012). Here we define the average advection time
through the gain region as ⌧

adv

= M

gain

/

˙

M and the gain re-
gion heating time as ⌧

heat

= |E
gain

|/Q

net

, where |E
gain

| is
the total specific energy of the gain region and Q

net

is the net
neutrino heating in the gain region (c.f. Müller et al. 2012; Ott
et al. 2013). During the stalled-shock phase of n5m2 fheat1.02,
around 100 � 200 ms, the ratio ⌧

adv

/⌧

heat

is growing contin-
uously. Once this critical ratio exceeds unity, thermal energy
builds up in the gain region faster than it can be advected out
into the cooling layer and the shock begins to expand.

In order to assess the magnitude of the perturbations as they
are actually impinging upon the shock, and their effect on the
turbulent postbounce flow, we compute the density-weighted
radial averages of the Mach number of anisotropic motion,

hM
aniso

i =

⌧
v

aniso

hcSi
4⇡

�

r

, (2)

where the sound speed is first angle-averaged and the velocity

3
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   perturbed	
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•  Perturba:ons	
  can	
  be	
  important	
  
-­‐>	
  Larger	
  perturba:ons	
  -­‐>	
  stronger	
  convec:on.	
  	
  
-­‐> 	
  3D	
  stellar	
  evoluPon	
  must	
  tell	
  us	
  what	
  they	
  are!	
  
-­‐> 	
  Must	
  study	
  sensiPvity	
  to	
  magnitude/type	
  of	
  perturbaPon.	
  

the same boundary value problem in spherical geometry (x 5).
This allows us to address the question of the convective desta-
bilization of the l ¼ 1 mode during the phase of stalled shock of
core-collapse supernovae. The results of our perturbative ap-
proach are applied to two examples of numerical simulations in
x 6, which illustrate two situations in which the instabilities can
be disentangled. Conclusions are drawn in x 7. Before that, let us
first recall the classical results concerning the convective insta-
bility in plane and spherical geometry.

2. CLASSICAL RESULTS ABOUT THE ONSET
OF CONVECTION IN A HYDROSTATIC EQUILIBRIUM

In the absence of viscosity and of stabilizing composition
gradients, a stratified atmosphere with a negative entropy gra-
dient is unstable at all wavelengths. Perturbations with a hori-
zontal wavelength shorter than the scale height H of the entropy
gradient are the most unstable. In a perfect gas with an adiabatic
index !, a measure of the entropy is defined by the dimensionless
quantity S, as a function of pressure P and density ":

S " 1

! # 1
log

P

Psh

"sh
"

! "!# $
: ð1Þ

In this formula, pressure and density are normalized by their
value immediately after the shock. In what follows, the subscript
‘‘sh’’ always refers to postshock quantities. Themaximum growth
rate !buoy is given by the Brunt-Väisäla frequency, expressed by
the gravitational acceleration G and H:

!buoy " G1=2 9P

!P
# 9"

"

%%%%

%%%%
1=2

¼ ! # 1

!
G9S

! "1=2

;

& G

H

! "1=2

: ð2Þ

Perturbations with a longer horizontal wavelength than H are
also unstable, with a slower growth rate, however. Perturbations
with a horizontal wavelength much shorter than H are easily
stabilized by a small amount of viscosity. This is illustrated by
the calculations of Chandrasekhar (1961) of the onset of convec-
tion, either between two parallel plates or in a spherical shell.
These calculations measured the amount of viscosity that is re-
quired to stabilize a perturbation with a given wavelength. The
wavelength of the first unstable mode is about 2–3 times the
vertical size of the unstable region, depending on the nature of
the boundaries (free, rigid, or mixed). Note that a factor of 2
would be rather intuitive, since it corresponds to a pair of two
counterrotating circular eddies (see Fig. 1). In a spherical shell, a
naive estimate of the azimuthal number l of the first unstable
perturbations, based on the number of pairs of circular eddies
that would fit in the unstable shell rgain < r < R, leads to

l & #

2

Rþ rgain

H
: ð3Þ

This simplistic approach is compatible with the exact calcula-
tions performed by Chandrasekhar (1961), within the same fac-
tor of 1–2, as in the case of Benard convection (Rayleigh 1916).
This factor depends on the boundary conditions and on the grav-
ity profile, and can be interpreted as an aspect ratio of the eddies,
which are not circular. A direct application to the size of a stalled
shock with R & 150 km and rgain & 100 km, as in Herant et al.
(1992), would lead to l & 7. As noted by Herant et al. (1992), the
increase of H naturally leads to the decrease of the optimal l.

Is the residual instability of the l ¼ 1mode fast enough to have a
significant influence during the first second after core bounce?
The classical description by Chandrasekhar is not directly appli-
cable here, not only because viscosity is negligible, but also be-
cause it does not take into account the presence of a shock wave
and the associated flow of gas across it. Let us compare the time-
scale of buoyancy!#1

buoy with the advection timescaleH /vsh through
the gain region. The local gravity at the shock radius rsh is G "
GM /r2sh , where G is the gravitational constant and M is the en-
closed gravitatingmass. In what follows, the subscript ‘‘1’’ refers
to preshock quantities. Assuming that the gas is in free fall ahead
of the shock (v21 & 2GM /rsh), one estimates

H!buoy

vsh
& GM

rshv2sh

! "1=2
H

rsh

! "1=2

; ð4Þ

&3:1 v1
7vsh

! "
H

0:4rsh

! "1=2

: ð5Þ

A typical radius of the stalled shock is rsh & 150 km, and 0:3 (
H /rsh ( 0:5. The velocity jump across the shock would be
v1 /vsh ¼ 7 for an adiabatic gas with ! ¼ 4/3. This ratio may
increase up to v1 /vsh & 10 due to the dissociation of iron into
nucleons. Even then, the rough estimate of equation (5) indicates
that the convective growth time is comparable to the advection
time through the gain region.

3. DESCRIPTION OF A PLANAR TOY MODEL

This section establishes the equations describing a toy model
in Cartesian geometry, illustrated by Figure 2, in which only the
minimum ingredients leading to the convective instability have
been included. This toy model mimics in a most simplified form
the accretion flow in the gain region immediately below the stalled
accretion shock, a few tens of milliseconds after core bounce. The
eigenmodes are solved numerically in x 4.

3.1. Stationary Flow

3.1.1. General Description

The stationary flow is parallel along the z-direction, in a uniform
gravity G. Self-gravity is neglected. A shock is stationary at the
height zsh. The flow is described by a perfect gas with an adiabatic
index ! ¼ 4/3, corresponding to a gas of relativistic electrons
or photons and electron-positron pairs. We further assume that
P / "T (with T being the temperature), which is a suitable

Fig. 1.—Schematic view of convection in a spherical shell of sizeH. The first
unstable modes when viscosity is decreased have a wavelength k & (2 3)H ,
depending on the boundary conditions (Chandrasekhar 1961).

CONVECTION VERSUS ADVECTION IN CORE-COLLAPSE SNe 1437
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• Neutrino	
  mechanism	
  is	
  inefficient	
  (η~10%);	
  	
  
can’t	
  deliver	
  a	
  hypernova.	
  

• 11	
  long	
  GRB	
  –	
  core-­‐collapse	
  supernova	
  associaPons.	
  
• All	
  GRB-­‐SNe	
  are	
  of	
  type	
  “Ic-­‐bl”:	
  no	
  H,	
  He	
  in	
  spectra,	
  relaPvisPc	
  
velociPes	
  (bl:	
  “broad	
  lines”),	
  hypernova	
  energies	
  (~1052	
  erg).	
  

• What	
  mechanism	
  drives	
  these	
  extreme	
  explosions?	
  



Magnetorota:onal	
  Mechanism	
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  OT	
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[LeBlanc	
  &	
  Wilson	
  ‘70,	
  Bisnovatyi-­‐Kogan	
  ’70,	
  	
  
	
  Burrows+	
  ‘07,	
  Takiwaki	
  &	
  Kotake	
  ‘11,	
  Winteler+	
  12]	
  	
  

Rapid	
  Rota:on	
  +	
  B-­‐field	
  amplifica:on	
  
(need	
  magnetorotaPonal	
  instability	
  [MRI];	
  
	
  	
  difficult	
  to	
  resolve,	
  but	
  see,	
  e.g,	
  Siegel+13)	
  

2D:	
  Energe:c	
  bipolar	
  explosions.	
  

Results	
  in	
  ms-­‐period	
  proto-­‐magnetar.	
  
GRB	
  connecPon?	
  

Burrows+’07	
  

Caveat:	
  Need	
  high	
  core	
  spin;	
  only	
  in	
  	
  
very	
  few	
  progenitor	
  stars?	
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Burrows+’07	
  
	
  
(1011	
  G	
  	
  
	
  seed	
  field)	
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  Magnetorota:onal	
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Octant	
  Symmetry	
  (no	
  odd	
  modes)	
   Full	
  3D	
  

ß	
  2000	
  km	
  à	
  	
  ß	
  2000	
  km	
  à	
  	
  

New,	
  full	
  3D	
  GR	
  simulaPons.	
  Mösta	
  et	
  al.	
  2014,	
  ApJL	
  accepted.	
  
IniPal	
  configuraPon	
  as	
  in	
  Takiwaki+11,	
  1012	
  G	
  seed	
  field.	
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  2014	
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Phase-­‐TransiPon	
  Induced	
  Mechanism	
  

Magneto-­‐viscous/sonic	
  Mechanism	
  
[Akiyama+’03,	
  Thompson+	
  ’05,	
  	
  
Suzuki+’08,	
  Obergaulinger+’11]	
  

[e.g.,	
  Sagert	
  +’09]	
  

C.	
  D.	
  OT	
  @	
  Florence,	
  2014/03/27	
  

AcousPc	
  Mechanism	
  

-­‐> 	
  viscous	
  heaPng	
  by	
  the	
  magnetorotaPonal	
  instability	
  [MRI];	
  
-­‐> 	
  and/or	
  dissipaPon	
  of	
  Alfven	
  waves.	
  

-­‐> 	
  hadron-­‐quark	
  phase	
  transiPon:	
  second	
  “collapse”	
  
	
  and	
  bounce	
  of	
  protoneutron	
  star	
  +	
  shock	
  -­‐>	
  explosion;	
  

-­‐> 	
  requires	
  so{	
  equaPon	
  of	
  state,	
  now	
  disfavored.	
  
	
  	
  

-­‐> 	
  excitaPon	
  of	
  protoneutron	
  star	
  pulsaPons,	
  damping	
  via	
  
	
  sound	
  waves	
  that	
  become	
  shocks	
  &	
  dissipate	
  -­‐>	
  explosion;	
  

-­‐> 	
  disfavored:	
  non-­‐linear	
  mode	
  couplings	
  limit	
  amplitudes,	
  
	
  amplificaPon	
  seen	
  only	
  by	
  one	
  group.	
  
	
  	
  

[e.g.,	
  Burrows+’06,’07,	
  OT+’06,	
  Weinberg&Quataert’08]	
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Red	
  Supergiant	
  	
  
Betelgeuse	
  	
  
D	
  ~200	
  pc	
  

300	
  km	
  800	
  million	
  km	
  
HST	
  

Supernova	
  “Central	
  Engine”	
  

Probing	
  the	
  “Supernova	
  Engine”	
  
-­‐  Gravita:onal	
  Waves	
  
-­‐  Neutrinos	
  (<-­‐	
  topic	
  of	
  another	
  talk...),	
  	
  
EM	
  waves	
  (op:cal/UV/X/Gamma):	
  	
  
secondary	
  informaPon,	
  	
  
late-­‐Pme	
  probes	
  of	
  engine.	
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  Refresher	
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[Wilson	
  1985;	
  Bethe	
  &	
  Wilson	
  1985]	
  [Thompson	
  et	
  al.	
  2003,	
  Rampp	
  &	
  Janka	
  
2002,	
  	
  Liebendoerfer	
  et	
  al.	
  2002,2005]	
  

•  Emission:	
  Accelerated	
  quadrupole	
  bulk	
  mass-­‐energy	
  mo:on.	
  
G

c4
⇡ 10�49 s2 g�1 cm�1

Quadrupole	
  approximaPon	
  

10 kpc ⇡ 3⇥ 1022 cm

•  DetecPon:	
  
Measure	
  changes	
  in	
  
separaPons	
  of	
  test	
  masses	
  
with	
  laser	
  interferometry.	
  

LIGO	
  Livingston,	
  Louisiana	
  

C.	
  D.	
  OT	
  @	
  Florence,	
  2014/03/27	
  	
  

-­‐>	
  must	
  measure	
  relaPve	
  displacements	
  of	
  10-­‐22	
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Gravita:onal	
  Wave	
  Astronomy	
  

Why	
  network?	
  
-­‐	
  DetecPon	
  confidence	
  
-­‐ 	
  Source	
  polarizaPon	
  
-­‐ 	
  Sky	
  localizaPon	
  
-­‐ 	
  Sky	
  coverage	
  
-­‐ 	
  Duty	
  cycle	
  

C.	
  D.	
  OT	
  @	
  Florence,	
  2014/03/27	
  	
  

First	
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•  Upgrades	
  to	
  exisPng	
  intoferometers	
  	
  
	
  -­‐>	
  LIGO	
  &	
  Virgo	
  are	
  currently	
  offline.	
  “Astrowatch”	
  by	
  GEO600.	
  

•  10	
  x	
  sensiPvity	
  -­‐>	
  1000	
  x	
  probed	
  volume.	
  
Expect	
  O(10)	
  events	
  /	
  year.	
  

•  New	
  interferometers:	
  LIGO	
  India	
  (2020+),	
  KAGRA	
  (Japan,	
  2016+)	
  

LIGO-G1200539 

•  “Discovery Phase” (S5/S6/S7/?, 2015-2016?) 
  GW triggers shared with MOU partners for EM follow up 
  LIGO data segments released with published detections and significant non-

detections.  

•  “Observational phase” (after some number of published 
detections, 2017/8+?):  
  significant triggers released to the public with low latency 
  LIGO GW data released to the public with 2 yr latency, with 6 months 

cadence  

10"

Advanced	
  LIGO	
  Schedule:	
  

•  ~April	
  2014:	
  InstallaPon	
  complete.	
  
•  ~Summer	
  2014:	
  Meet	
  NSF	
  detector-­‐lock	
  criterion.	
  

•  ~Fall	
  2015:	
  S7	
  science	
  run	
  (1	
  month)	
  

hTps://dcc.ligo.org/LIGO-­‐M1000066/public	
  
hAp://www.ligo.org/magazine	
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•  Summarized	
  in	
  Abadie	
  et	
  al.,	
  CQG	
  27,	
  173001	
  (2010)	
  :	
  

“RealisPc”	
  (=best-­‐guess)	
  event	
  rates	
  per	
  year	
  
with	
  advanced	
  detectors	
  later	
  this	
  decade	
  

Warning:	
  
Popula:on	
  synthesis!	
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Advanced Virgo

 

 

Early (2016−17, 20 − 60 Mpc)
Mid (2017−18, 60 − 85 Mpc)
Late (2018−20, 65 − 115 Mpc)
Design (2021, 130 Mpc)
BNS−optimized (145 Mpc)

Figure 1: aLIGO (left) and AdV (right) target strain sensitivity as a function of frequency. The
average distance to which binary neutron star (BNS) signals could be seen is given in Mpc. Current
notions of the progression of sensitivity are given for early, middle, and late commissioning phases,
as well as the final design sensitivity target and the BNS-optimized sensitivity. While both dates
and sensitivity curves are subject to change, the overall progression represents our best current
estimates.

BNS ranges for the various stages of aLIGO and AdV expected evolution are also provided in Fig. 1.
The installation of aLIGO is well underway. The plan calls for three identical 4 km interfer-

ometers, referred to as H1, H2, and L1. In 2011, the LIGO Lab and IndIGO consortium in India
proposed installing one of the aLIGO Hanford detectors, H2, at a new observatory in India (LIGO-
India). As of early 2013 LIGO Laboratory has begun preparing the H2 interferometer for shipment
to India. Funding for the Indian portion of LIGO-India is in the final stages of consideration by
the Indian government.

The first aLIGO science run is expected in 2015. It will be of order three months in duration,
and will involve the H1 and L1 detectors (assuming H2 is placed in storage for LIGO-India). The
detectors will not be at full design sensitivity; we anticipate a possible BNS range of 40 – 80Mpc.
Subsequent science runs will have increasing duration and sensitivity. We aim for a BNS range of
80 – 170Mpc over 2016–18, with science runs of several months. Assuming that no unexpected
obstacles are encountered, the aLIGO detectors are expected to achieve a 200Mpc BNS range circa
2019. After the first observing runs, circa 2020, it might be desirable to optimize the detector
sensitivity for a specific class of astrophysical signals, such as BNSs. The BNS range may then
become 215Mpc. The sensitivity for each of these stages is shown in Fig. 1.

Because of the planning for the installation of one of the LIGO detectors in India, the installation
of the H2 detector has been deferred. This detector will be reconfigured to be identical to H1 and
L1 and will be installed in India once the LIGO-India Observatory is complete. The final schedule
will be adopted once final funding approvals are granted. It is expected that the site development
would start in 2014, with installation of the detector beginning in 2018. Assuming no unexpected
problems, first runs are anticipated circa 2020 and design sensitivity at the same level as the H1
and L1 detectors is anticipated for no earlier than 2022.

The commissioning timeline for AdV [3] is still being defined, but it is anticipated that in
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FIG. 3: Snapshots of the meridional density distribution with
superposed velocity vectors in model u75rot1 taken at various
times. The top left panel (note its special spatial range) shows
a snapshot from 10ms after bounce. The top right and bot-
tom left panels show the point of PNS instability and the time
at which the AH first appears, respectively. The bottom right
panel, generated with a separate color range, shows the hy-
peraccreting BH at ⇠ 15ms after its formation. All colormaps
have density isocontours superposed at densities (from outer
to inner) of ⇢ = (0.1, 0.25, 0.5, 0.75, 1.0, 2.5, 5.0)⇥1010 g cm�3.

roughly with ⌦2

0

.
Once dynamical PNS collapse sets in, an apparent

horizon (AH) appears within ⇠1 ms and quickly engulfs
the entire PNS. With the PNS and pressure support re-
moved, postshock material and the shock itself immedi-
ately subside into the nascent BH. The bottom panel of
Fig. 2 shows the evolution of BH mass and dimensionless
spin a? in all models. The former jumps up as the AH
swallows the PNS and postshock region, then increases
at the rate of accretion set by progenitor structure and
is largely una↵ected by rotation at early times. The di-
mensionless spin reaches a local maximum when the BH
has swallowed the PNS core, then rapidly decreases as
surrounding lower-j material plunges into the BH. This
is a consequence of the drop of j at a mass coordinate
close to the initial BH mass (cf. Fig. 1). Table I summa-
rizes for all models the values of a? at its peak and at the
time we stop the LR run.

In Fig. 3, we plot colormaps of the density in the merid-
ional plane of the spinning model u75rot1 taken at var-
ious postbounce times. The rotational flattening of the
PNS is significant and so is the centrifugal double-lobed
structure of the post-BH-formation hyperaccretion flow.
The latter is unshocked and far sub-Keplerian with in-
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FIG. 4: Top: GW signals h+,e emitted by the rotating mod-
els as seen by an equatorial observer and rescaled by distance
D. The inset plot shows the strong burst associated with BH
formation and ringdown. The full waveforms are available
from http://www.stellarcollapse.org/gwcatalog. Bot-
tom: Spectrogram of the GW signal emitted by the most
rapidly spinning model u75rot2.

flow speeds of up to 0.5c near the horizon. The flow will
be shocked again only when material with su�ciently
high specific angular momentum to be partly or fully cen-
trifugally supported reaches small radii (cf. [14]). Based
on progenitor structure, our choice of rotation law, and
the assumption of near free fall, we estimate that this
will occur after ⇠1.4 s, ⇠2.4 s, ⇠3.9 s in model u75rot2,
u75rot1.5, u75rot1, respectively. At these times, the
BHs, in the same order, will have a mass (a?) of ⇠8 M�
(0.75), ⇠14 M� (0.73), and ⇠23 M� (0.62).

GW Signature.—The top panel of Fig. 4 depicts the
GW signals emitted by our rotating models. Due to the
assumed octant symmetry, GW emission occurs in the
l = 2, m = 0 mode. The nonrotating model leads to
a very weak GW signal and is excluded. At bounce, a
strong burst of GWs is emitted with the typical signal
morphology of rotating core collapse (e.g., [23]) and the
peak amplitude is roughly proportional to model spin.
Once the bounce burst has ebbed, the signal is domi-
nated by emission from turbulence behind the shock. It
is driven first by the negative entropy gradient left by the
stalling shock and then by neutrino cooling, whose e↵ect
may be overestimated by our simple treatment. Interest-
ingly, the signal strength increases with spin. This is not
expected in a rapidly spinning ordinary 2D CCSN, since
a positive j gradient in the extended postshock region
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At this point, it is useful to define for future reference the
dimensionless characteristic GW strain (Flanagan & Hughes
1998), in terms of the GW spectral energy density,

hchar =

√
2
π2

G

c3

1
D2

dEGW

df
. (17)

For signals with relatively stable frequencies and amplitudes,
Fourier transforms and their energy spectra are adequate fre-
quency analysis tools. However, for signals with time-varying
amplitudes and frequencies, a short-time Fourier transform
(STFT) is more appropriate. The STFT of A(t) is

S̃(f, τ ) =
∫ ∞

−∞
A(t) H (t − τ ) e−2π if t dt, (18)

where τ is the time offset of the window function, H (t − τ ). We
use the Hann window function:

H (t − τ ) =

⎧
⎪⎨

⎪⎩

1
2

(
1 + cos

(
π(t−τ )

δt

))
for |t − τ | ! δt

2
0 for |t − τ | >

δt

2

,

(19)
where δt is the width of the window function. The analog of the
energy spectrum of the Fourier transform is the spectrogram,
|S̃(f, τ )|2. Using the spectrogram, we define an analog to the
energy emission per frequency interval (Equation (15)):

dE∗
GW

df
(f, τ ) = 3

5
G

c5
(2πf )2|S̃(f, τ )|2 . (20)

We emphasize that the GW strains reported in this paper
are based upon matter motions alone and do not include the
low-frequency signal that results from asymmetric neutrino
emission (Burrows & Hayes 1996; Müller & Janka 1997).
Accurate calculations of asymmetric neutrino emission require
multi-dimensional, multi-angle neutrino transport to capture
the true asymmetry of the neutrino radiation field (see, e.g.,
Ott et al. 2008). Our choice to parameterize the effects of
neutrino transport by local heating and cooling algorithms is
based upon assumptions of transparency, which ignore diffusive
effects and would exaggerate the asymmetries and resulting
GWs. For example, Kotake et al. (2007) estimated the neutrino
GW signal using a similar heating and cooling parameterization
and obtained GW strain amplitudes that are ∼100 times the
matter GW signal. However, with an improved ray-tracing-
based method, the same authors find much smaller amplitudes
that are larger than those due to matter motions by only a
factor of a few (Kotake et al. 2009). This is in agreement with
the GW estimates of Marek et al. (2009) who used 1D ray-
by-ray neutrino transport and coupled neighboring rays in 2D
hydrodynamic simulations.

Studying the matter GW signal alone is worthwhile. Although
the neutrino GW strain amplitudes can be as large or even larger
than the contribution by matter (Burrows & Hayes 1996; Müller
& Janka 1997; Müller et al. 2004; Marek et al. 2009), the typical
frequencies, f, of the neutrino GW signal (∼10 Hz or less) are
typically much lower than the frequencies of the matter signal
("100 Hz). Consequently, the GW power emitted, which is
proportional to f 2, can be much higher for the matter GW signal.
Furthermore, although future GW detectors (e.g., Advanced
LIGO) will have improved sensitivity at low frequencies, current
detectors have response curves that are not sensitive to the lower
frequencies of the neutrino GW signal.

Figure 2. Sample of GW strain (h+) times the distance, D, vs. time after
bounce. This signal was extracted from a simulation using a 15 M⊙ progenitor
model (Woosley & Heger 2007) and an electron-type neutrino luminosity of
Lνe = 3.7 × 1052 erg s−1. Prompt convection, which results from a negative
entropy gradient left by the stalling shock, is the first distinctive feature in the
GW signal from 0 to ∼50 ms after bounce. From ∼50 ms to ∼550 ms past
bounce, the signal is dominated by PNS and postshock convection. Afterward
and until the onset of explosion (∼800 ms), strong nonlinear SASI motions
dominate the signal. The most distinctive features are spikes that correlate with
dense and narrow down-flowing plumes striking the “PNS” surface (∼50 km).
Around ∼800 ms, the model starts to explode. In this simulation, the GW
signal during explosion is marked by a significant decrease in nonlinear SASI
characteristics. The aspherical (predominantly prolate) explosion manifests in a
monotonic rise in h+D that is similar to the “memory” signature of asymmetric
neutrino emission.

3.2. Signatures in the GW Strain

In Figure 1, we plot the GW strain (Equation (13)) times the
distance to a 10 kpc source, h+D, versus time after bounce for
all simulations. Though there is some diversity in amplitude and
timescale among these GW strains, there are several recurring
features that exhibit systematic trends with mass and neutrino
luminosity. We illustrate these features in Figure 2 with the
GW strain of the simulation using the 15 M⊙ progenitor and
Lνe

= 3.7 × 1052 erg s−1. Before bounce, spherical collapse
results in zero GW strain. Just after bounce the prompt shock
loses energy and stalls, leaving a negative entropy gradient that
is unstable to convection. Because the speeds of this prompt
convection are larger than those of steady-state postshock or
PNS convection afterward, the GW strain amplitude rises to
h+D ∼ 5 cm during prompt convection and settles down to
∼1 cm roughly 50 ms later, which is consistent with the results
of Ott (2009b) and Marek et al. (2009). Later in this section, we
show that during both phases, convective motions in postshock
convection above the neutrinosphere and PNS convection below
it contribute to the GW strain. Since nonlinear SASI oscillation
amplitudes increase around 550 ms past bounce, the GW signal
strengthens from h+D ∼ 1 to 10 cm and is punctuated by
spikes that are coincident in time with narrow plumes striking
the PNS “surface” (at ∼50 km). Marek et al. (2009) also noted
this correlation.

The final feature after ∼800 ms is associated with explosion.
The signatures of explosion are twofold. First, during explosion,
postshock convection and the SASI subside in strength and the
higher frequency (∼300–400 Hz) oscillations in h+D diminish.
Second, global asymmetries in mass ejection result in long-term
and large deviations of the GW strain. In Figure 2, a monotonic
rise of h+D to nonzero, specifically positive, values corresponds
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Figure 14. Left panel: Gravitational wave polarizations h+D and h⇥D (rescaled by distance D) of model s27 fheat1.05 as a function of postbounce time seen
by and observer on the pole (✓ = 0,' = 0; top panel) and on the equator (✓ = ⇡/2,' = 0; bottom panel). Right panel: The same for model s27 fheat1.15. Both
models show a burst of gravitational waves associated with large-scale prompt convection developing shortly after bounce. Subsequently, gravitational wave
emission comes from aspherical flow in the gain layer, in the outer protoneutron star, and from descending plumes of material that are decelerated at the edge of
the protoneutron star. The gravitational wave signals are trending towards higher frequencies with time.

100 1000

10�23

10�22

Frequency [Hz]

h c
ha

r(
f)

f�
1/

2 ,p
S(

f)
[H

z�
1/

2 ]

gw spect all.pdf

Source at 10 kpc

aLIGO ZD-HP
KAGRA
AdV WB

s27 fheat1.00
s27 fheat1.05

s27 fheat1.10
s27 fheat1.15

Figure 15. Characteristic spectral strain spectra hchar( f ) f -1/2 of all four
models at a distance of 10kpc compared with the design noise levels

p
S( f ) of

Advanced LIGO in the broadband zero-detuning high-power mode (aLIGO
ZD-HP), KAGRA, and Advanced Virgo in wideband mode (AdV WB).

all amplitudes agree well, but peak in different viewing direc-
tions. The subsequent evolution of the GW signals is similar
in both models, both polarizations, and both observer posi-
tions. After an intermittent quiescent phase, GW emission
picks up again at times &80ms after bounce when aspherical
dynamics becomes strong throughout the entire postshock re-
gion (cf. Fig. 9). In this phase, the GW emission transitions
to higher frequencies, indicating that emission from deceler-
ation of downflows at the steep density gradient at the edge
of the protoneutron star (as first pointed out by Murphy et al.
2009) and convection in the protoneutron star play an increas-
ing role. While both models have expanding shocks at the end
of their simulations, the shock acceleration has not become
sufficiently strong to lead to an offset in the GW signal (GW
memory) seen in other work that followed exploding models
to later times (e.g., Murphy et al. 2009; Yakunin et al. 2010;
E. Müller et al. 2012; Kotake et al. 2009, 2011).

The peak GW strain amplitudes reached in our models are
from prompt convection and go up to |h|D ⇠20cm (⇠6.5 ⇥
1022 at 10kpc). Scheidegger et al. (2010) found |h|D ⇠10cm
and Fryer et al. (2004) found |h|D ⇠12cm, but we note that
the GW signal will depend on the strength of prompt convec-
tion, which is different from model to model. The approaches
of E. Müller et al. (2012) and Kotake et al. (2009, 2011) do
not allow them to study prompt convection. The typical am-
plitudes reached in the preexplosion phase are ⇠3cm (⇠10-22

at 10kpc). This is comparable to, but somewhat larger than
what E. Müller et al. (2012) found in the preexplosion phase
of their models. This may be due the different progenitor
models used and/or to the rather large inner boundary radius
of their models in the preexplosion phase. Our typical |h| are
also quantitatively consistent with the findings of the simpler
3D simulations of Scheidegger et al. (2010) and Kotake et al.
(2009, 2011), but are a factor of a few smaller than predictions
from 2D simulations (e.g., Marek et al. 2009; Yakunin et al.
2010; Murphy et al. 2009).

Figure 15 contrasts the angle-averaged characteristic GW
strain spectra hchar( f ) (Flanagan & Hughes 1998) of our
models with the broadband design noise levels of advanced-
generation GW interferometers, assuming a source distance
of 10kpc. The spectra are scaled with a factor of f -1/2 to
allow one-to-one comparison with the detector one-sided am-
plitude spectral noise density

p
S( f ), which has units of Hz1/2.

Most of the detectable emission is within ⇠60 - 1000Hz and
at essentially the same level of ⇠2-6⇥10-23 Hz-1/2. A galac-
tic event (at 10kpc) appears to be well detectable by the
upcoming generation of detectors. All four models, while
having distinct individual h+ and h⇥ time series that vary
greatly in the time domain, exhibit essentially the same ro-
bust spectral features, independent of fheat and the exact post-
bounce time the individual models are evolved to. The low-
frequency to intermediate-frequency emission is most likely
due to prompt convection in the early postbounce phase, while
the high-frequency peaks at ⇠400Hz and ⇠900Hz are most
likely due to the deceleration of downflows at the protoneu-
tron star surface and protoneutron star convection. A more

~! ¼ ffiffiffiffi
"

p
W! ¼ D̂, because (i) this is the conserved density

variable in our code, and (ii)
ffiffiffiffi
"

p
d3x is the natural volume

element.
The reduced mass-quadrupole tensor can be computed

directly from the computed distribution D̂ðt;xÞ. Numerical
noise, introduced by the second time derivative of Eq. (3),
may limit the accuracy of the result. We can circumvent
this by making use of the continuity equation to obtain the
first time derivative of Eq. (3) without numerical differen-
tiation [98,99],

d

dt
Ijk ¼

Z
D̂ðt;xÞ

"
~vjxk þ ~vkxj % 2

3
ðxl~vlÞ#jk

#
d3x; (4)

where we follow [100] and employ physical velocity
components ~vi& f~vx; ~vy; ~vzg' f ffiffiffiffiffiffiffi

"11
p

v1;
ffiffiffiffiffiffiffi
"22

p
v2;

ffiffiffiffiffiffiffi
"33

p
v3g

that are individually bound to v < c. This assumes that
the 3-metric is nearly diagonal (which is the case in our
gauge; see [77]). Also note that we have switched to
contravariant variables in the integrand as these are the
ones present in the code. This is possible since in the weak-
field slow-motion approximation the placement of indices
is arbitrary.

The two dimensionless independent GW strain polar-
izations hþ and h( incident on a detector located at
distance D and at angular coordinate ð$;%Þ in source
coordinates are given by

hþ % ih( ¼ 1

D

X1

‘¼2

X‘

m¼%‘

H‘mðtÞð%2ÞY‘mð$;%Þ; (5)

where ð%2ÞY‘m are the spin-weighted spherical harmonics
of weight%2 [101] and theH‘m are expansion coefficients,
which, in the quadrupole case, are related to the second
time derivative of the mass-quadrupole tensor by

Hquad
20 ¼

ffiffiffiffiffiffiffiffiffi
32&

15

s
G

c4

$
€Izz %

1

2
ð €Ixx þ €IyyÞ

%
; (6)

Hquad
2)1 ¼

ffiffiffiffiffiffiffiffiffi
16&

5

s
G

c4
ð* €Ixz þ i €IyzÞ; (7)

Hquad
2)2 ¼

ffiffiffiffiffiffiffi
4&

5

s
G

c4
ð €Ixx % €Iyy * 2i €IxyÞ: (8)

The rotating core-collapse models considered in this
study stay almost perfectly axisymmetric in the collapse
and early postbounce phases. In axisymmetry about the z
axis, Ixx ¼ Iyy ¼ % 1

2 Izz and Ixy ¼ Ixz ¼ Iyz ¼ 0. h( van-
ishes and hþ becomes

hþ ¼ G

c4
1

D

3

2
€Izzsin

2$: (9)

We will generally plot hþD in units of centimeters when
displaying gravitational waveforms.

The energy emitted in gravitational waves is given by

EGW ¼ 1

5

G

c5

Z 1

%1
dtI
:::
ijI
:::
ijdt

¼ 1

5

G

c5

Z 1

%1
dt½I:::2xx þ I

:::2
yy þ I

:::2
zz þ 2ðI:::2xy þ I

:::2
xz þ I

:::2
yzÞ,:

(10)

In the special case of axisymmetry and in terms of
hþ;e ¼ hþ=sin

2$, this becomes

Eaxi
GW ¼ 2

15

c3

G5
D2

Z 1

0
dt
$
d

dt
hþ;e

%
2
: (11)

The spectral GW energy density is given by

dEGW

df
¼ 2

5

G

c5
ð2&fÞ2j~€Iijj2; (12)

so that

EGW ¼
Z 1

0
df

dEGW

df
: (13)

In the above, we have introduced the Fourier transform of

the mass-quadrupole tensor, ~€IijðfÞ, and denoted it with a
tilde accent.
In axisymmetry, the spectral GW energy density is

related to hþ;e by

dEaxi
GW

df
¼ 4

15

c3

G
D2ð2&fÞ2j~hþ;ej2: (14)

When showing the spectral energy density, we will plot the
dimensionless characteristic strain [102],

hcharðfÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2

&2

G

c3
1

D2

dEGWðfÞ
df

s
; (15)

which can be compared to the GW detector root-mean-
squared noise,

hrmsðfÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
fSðfÞ

q
; (16)

where
ffiffiffiffiffiffiffiffiffi
SðfÞ

p
is the one-sided detector noise amplitude

spectral density in units of ðHzÞ%1=2. For making rough
statements about detectability, we use the single-detector
optimal-orientation signal-to-noise ratio, which is given by

ðSNRÞ2 ¼
Z 1

0
d lnf

h2char
h2rms

: (17)

Note that we cut the calculation of integrals in the
Fourier domain at 3000 Hz to filter out numerical high-

frequency noise. Wherever we need
ffiffiffiffiffiffiffiffiffi
SðfÞ

p
, we employ the

projected broadband Advanced LIGO noise curve [the so-
called zero-detuning, high-power configuration (ZD-HP)],
available as file ZERO_DET_high_P.txt from [103].
For quantifying the difference between two gravitational

waveforms h1ðtÞ and h2ðtÞ, we introduce the mismatch
[104,105],
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When linearly extrapolating the postbounce T/|W |
growth in the j5 models under the simplifying assumption
that the angular momentum of the accreting material is
approximately constant in time, we find that a T/|W | of
27%, the approximate threshold for the guaranteed dy-
namical bar-mode instability, is reached at ⇠300 ms after
bounce. Even if accretion stops, cooling and contraction
of the PNS to final NS form will likely lead to T/|W |
in excess of the dynamical instability threshold in the
j5, j4, and even in the j3 models (see, e.g., the mapping
of initial core spin to final NS spin in [15]), unless an-
gular momentum is being redistributed or radiated by
some other mechanism, e.g., the low-T/|W | instability,
the secular instability, or MHD processes.

E. Notes on Detectability

1. Gravitational Waves

In the rightmost five columns of Tab II, we summarize
key quantities describing the GW emission characteris-
tics of the simulated models: the peak of the GW signal
amplitude time series (|h+|maxD) as seen by an equato-
rial observer rescaled by distance D, the emitted energy
in GWs (EGW), the peak value of the dimensionless char-
acteristic strain (hchar,max(f); Eq. 17) in frequency space
and at an equatorial observer location of 10 kpc, the fre-
quency fchar,max at which hchar,max is located, and the
single-detector Advanced LIGO optimal signal-to-noise
ratio (SNR) as calculated using Eq. 19 for a core col-
lapse event at 10 kpc, the fiducial galactic distance scale.
In the following, we focus exclusively on the physically
more realistic models that include neutrino leakage. Fur-
thermore, as discussed in Section V C, the 12-M� and
the 40-M� progenitors lead to very similar GW emission
in the phases that we simulate and we do not discuss
them separately.

The peak GW signal amplitudes of our models lie in
the range 20 cm . |h+|maxD . 400 cm, which corre-
sponds to 7 ⇥ 10�22 . |h+|max . 1.3 ⇥ 10�20 at 10 kpc
and is fully consistent with the results of [44], who also
focused on the linearly polarized GW signal from core
bounce and early postbounce evolution, but did not in-
clude postbounce neutrino leakage. The lowest peak am-
plitudes are reached in nonrotating (j0) or slowly rotat-
ing (j1) models, in which the emission is primarily due
to prompt convection. The highest amplitudes are emit-
ted by the most rapidly spinning models (j4 and j5). A
further increase of precollapse rotation would not result
in significantly higher peak amplitudes, since j5 models
are already strongly a↵ected by centrifugal e↵ects, which
reduce the acceleration the inner core is experiencing at
bounce, thus lead to lower GW amplitudes when rotation
begins to dominate the dynamics.

The total energy emitted in GWs is in the range
2.7 ⇥ 10�11M�c

2 . EGW . 4.7 ⇥ 10�8M�c
2. Again the

nonrotating and slowly rotating models mark the lower
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FIG. 13: Comparison of projected Advanced LIGO broad-
band (aLIGO ZD-HP – zero-detuning, high-power) [103], KA-
GRA/LCGT [127], and potential Advanced Virgo wide-band
(AdV WB) [128] sensitivity with the characteristic GW am-
plitudes h

char

(f)f�1/2 of the s12WH07j{0-5} model set at a
source location of 10 kpc.

end of this range. The upper end is set by the j4 mod-
els, since the j5 models, due to the strong influence of
rotation, have more slowly varying waveforms and lower
EGW (EGW / R

(dh/dt)2dt; Eq. 11).
Comparing our model predictions with GW detector

sensitivity is done best in the frequency domain. In
Fig. 13 we contrast hchar(f) spectra of our s12WH07j{0-
5} model set with the projected noise levels in Advanced
LIGO (in the zero-detuning, high-power configuration
[103]; aLIGO ZD-HP), KAGRA/LCGT [127], and Ad-
vanced Virgo (AdV) in a potential wide-band configura-
tion [128]. Shown are the one-sided detector noise am-
plitude spectral densities

p
S(f) in units of Hz�1/2 and

hcharf
�1/2 of our models (the f�1/2 rescaling is intro-

duced to to conform to the units of
p

S(f)), assuming
a source distance of 10 kpc. hchar peaks in a narrow fre-
quency range of about 700� 800 Hz for all rotating mod-
els. Slowly spinning models typically have their hchar

peak at the high end of this range and the frequencies of
their spectral peaks are influenced primarily by the prop-
erties of the nuclear EOS (not studied in detail here; see
[44]). Very rapidly spinning models tend towards the
lower end and develop strong low-frequency components,
which almost reach the level of the peak around 750 Hz
in model s12WH07j5.

The hchar spectra of all models shown in Fig. 13 have
large portions that lie above the detector noise levels.
By integrating the ratio h2

char(f)/(fS(f)) over frequency
(Eq. 19) and using S(f) of Advanced LIGO in ZD-HP
mode [103], we arrive at single-detector optimal (i.e.,
most optimistic) SNRs at an assumed distance of 10 kpc
that range from ⇠6 for the nonrotating model j0 to ⇠73
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FIG. 10: The values of the first three peaks of the GW strain
h
1,pos, h1,neg, h2,pos (cf. Fig. 2) as a function of �

ic,b plotted
for all five model sequences. These three prominent GW sig-
nal peaks are insensitive to the angular momentum distribu-
tion for slowly rotating models that reach �

ic,b . 0.04� 0.08.
More rapidly rotating models show clear trends with di↵er-
ential rotation.

methods that can be used to “measure” total rotation
and A from an observed signal.

V. RESULTS: EXTRACTING THE ANGULAR
MOMENTUM DISTRIBUTION FROM AN

OBSERVED SIGNAL

A. Numerical Template Bank Analysis

As our analysis in the previous Section suggests, many
characteristics of both the dynamics and GW emission
associated with rotating core-collapse supernovae are de-
pendent on both total rotation (expressed in �

ic,b) and
the degree of di↵erential rotation given by parameter A.
In the following, we carry out a matched filter analysis to
assess the dependence of all signal features on �

ic,b and
A and to study how well we can hope to extract total
and di↵erential rotation from an observed signal. In the
case of a known signal in Gaussian noise, it has been
shown that matched filtering is the optimal detection
technique [86]. This approach cross-correlates the GW

data observed with a series of filter waveforms, known as
templates, produced from GW emission models for the
targeted source.

Generally, GWs from core-collapse supernovae are not
amenable to matched-filtering analysis, since turbulence
in the protoneutron star and behind the stalled shock
provides a stochastic component to the signal [87, 88].
However, in the case of rapid rotation, convection is sup-
pressed by a stabilizing positive specific angular momen-
tum gradient in the post-shock region (e.g., [89]) and
does not contribute significantly to the GW emission, in
particular, not at bounce and in the first few milliseconds
after bounce. Hence, the signal from rotating collapse,
bounce, and postbounce ring-down can be modeled de-
terministically and with high precision for a given EOS
and neutrino treatment and matched filtering can be ap-
plied.

We construct a numerical template bank, utilizing the
GW signals from all models described in Table I (see
Table II for a summary of quantitative results) as tem-
plates to filter observed GW data. Using the known GW
waveform expected from each model and the detector’s
noise statistics, we find the best-fitting template for each
signal. We consider signal waveforms not used as tem-
plates in order to imitate the ‘real-life’ situation where
the observed GW signal is not exactly known. For all
values of A, we use injections spanning the template pa-
rameter space, with values of ⌦

c

di↵ering from those of
the templates by at least 0.25 rad s�1. As �

ic,b and A
for all templates are known, finding the best-fitting tem-
plate for an injected signal will infer its associated closest
�
ic,b and A. Hereafter, we will refer to this procedure as

“measuring” of �
ic,b and A.

We perform our analysis in Fourier space, due to fre-
quency dependence and Gaussian statistics of the GW
detector noise, ñ, which is colored by known one-sided
power spectral density (PSD) Sh(f). We model the GW
detector data, d̃, assumed to be comprised of both some
core-collapse supernova GW signal, h̃(f ;~�), and ñ as

d̃i = h̃(fi;~�) + ñi , (2)

where i denotes the frequency bin index.
The parameter dependence of the GW signals consid-

ered here is encoded in ~�,

~� = {D, t
0

, ◆, ⇠, ✓,�, }, (3)

where D is the source distance, t
0

is the time at which
the GW signal arrives at the detector, and (◆, ⇠, ✓,�, )
are source angles. Here, (◆, ⇠) relate the preferred inter-
nal axes of the source to the location of the detector,
(✓,�) relate the preferred internal axes of the detector
to the location of the source and  defines the relation-
ship between the source and the detector, via the plane
characterizing the polarization of emitted GWs [90].

� =
T

|W |
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[38]) shown that for a given angular momentum distribu-
tion as a function of enclosed mass, EOS, and electron-
capture treatment, the universal nature of core collapse
[100, 101] washes out variations due to di↵erences in pre-
collapse progenitor structure.

Our results show that the overall dynamics of rotat-
ing core collapse is rather insensitive to the precise dis-
tribution of angular momentum within the inner core.
We find that there is a simple linear mapping between
the two total rotation measures J

ic,b and �
ic,b and the

centrifugally-enhanced mass of the inner core at bounce
(M

ic,b) throughout most of the explored parameter space.
Variations in the angular momentum distribution be-
come relevant to the detailed dynamics of collapse and
bounce only in very rapidly rotating cases with �

ic,b &
0.13 � 0.15, which corresponds to an inner core angular
momentum at bounce of J

ic,b & 5 � 6 ⇥ 1048 erg · s and
early postbounce density-weighted average core spin pe-
riods of . 8 � 10 ms. While unimportant for the overall
dynamics, di↵erential rotation does a↵ect the structure
and postbounce evolution of the protoneutron star even
in more slowly spinning cores. At fixed total rotation
at bounce, more di↵erentially rotating inner cores have
more centrifugally-deformed (oblate) innermost regions
while their overall shape is less oblate than that of their
more uniformly spinning counterparts that have more
centrifugal support at greater radii (and enclosed-mass
coordinates).

In slowly rotating models (�
ic,b . 0.05), the degree

of precollapse di↵erential rotation has little influence on
the GW signal and there are simple linear relationships
that allow one to map back from the amplitude of the
pronounced and easily identifiable bounce peak h

1,neg to
J
ic,b and �

ic,b: J
ic,b ⇡ 1048(h

1,negD/100 cm) erg · s and
�
ic,b ⇡ 2.3⇥10�2(h

1,negD/100 cm). For this purpuse, the
distance D must be known with good accuracy, which is
likely for the next galactic core-collapse supernova.

The structural changes due to di↵erential rotation
have important ramifications for the GW signal in more
rapidly spinning models with �

ic,b & 0.05 � 0.08 (J
ic,b &

2 � 3 ⇥ 1048 erg · s), corresponding to early-postbounce
protoneutron star spin periods of . 12�16 ms. More dif-
ferentially rotating models yield higher global peak GW
strain amplitudes at bounce and emit more energy in
GWs. Total rotation and the degree of di↵erential rota-
tion influence the values of the first three local extrema
of the GW signal, h

1,pos, h1,neg, h2,pos, in a highly sys-
tematic way.

We have exploited this systematic dependence. Our re-
sults show that it is possible to extract both total rotation
(both �

ic,b and J
ic,b, since the two are simply related) and

the degree of di↵erential rotation from a previously un-

known observed galactic rotating core collapse GW sig-
nal from a source at a known distance of D = 10 kpc via
simple cross-correlation with waveforms from a numerical
template GW signal bank created from our model GW
signals. Since more rapidly spinning cores have a smaller
contribution to their GW signals from stochastic con-
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FIG. 16: Results of our matched filtering analysis (Sec-
tion VA) for the angular momentum of the inner core at
bounce (J

ic,b). Top panel: Extracted J
ic,b as a function of

J
ic,b corresponding to the injected waveform. Bottom panel:

relative measurement error. This analysis assumes optimal
source-detector orientation and a source distance of 10 kpc.
The di↵erent symbols correspond to models with di↵erent de-
gree of di↵erential rotation as given by the legend. The A1s
models are A1 models, but evolved with the Shen EOS [58, 59]
and the A1m (A1p) models used a Ye(⇢) parameterization
during collapse that was reduced (increased) by 5% near nu-
clear density compared to the fiducial one. Our results show
that – in the optimal case considered here – one can measure
the angular momentum of the inner core at bounce with ⇠20-
30% accuracy for a rapidly spinning galactic core-collapse su-
pernova.

vective motions, this works best for rapid rotation and
our matched filtering analysis can measure total rota-
tion to within ⇠ 20% for a rapidly rotating (�

ic,b & 0.08,
J
ic,b & 3⇥1048 erg·s) core at D = 10 kpc that is optimally

oriented with respect to a single GW detector. Measur-
ing total rotation is also possible for more slowly spinning
cores, though the errors may be & 25 � 35%. Figure 16
shows the J

ic,b inferred by our matched-filtering analysis
as a function of the true J

ic,b associated with each in-
jected waveform. The injected waveforms are not part of
the template bank used. Thus, this represents the real-
istic case that the exact waveform is not known.

For rapidly rotating cores (�
ic,b & 0.08) the di↵erential

rotation parameter A of the employed rotation law can
be extracted with good precision (maximum o↵set of Ai
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• We	
  are	
  sPll	
  not	
  sure	
  how	
  precisely	
  	
  
core-­‐collapse	
  supernovae	
  explode.	
  

• MulP-­‐D	
  neutrino	
  mechanism	
  is	
  the	
  best	
  bet.	
  
3D	
  presupernova	
  structure	
  important	
  (?).	
  

• 3D	
  dynamics	
  breaks	
  2D	
  MHD-­‐driven	
  jets.	
  

• The	
  next	
  galac:c	
  core-­‐collapse	
  supernova	
  
has	
  already	
  exploded.	
  	
  
(But	
  its	
  GWs/neutrinos/EM	
  waves	
  won’t	
  arrive	
  	
  
	
  	
  unPl	
  2015+	
  [-­‐>	
  advanced	
  LIGO].)	
  

• GravitaPonal	
  waves	
  and	
  neutrinos	
  	
  
probe	
  the	
  supernova	
  dynamics	
  and	
  	
  
progenitor	
  star	
  properPes.	
  


