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Overview

• Tracking the challenge
‘Ob ti l ’– ‘Observations elog’

• Measuring MoU response times
– ‘Logbook elog’

• Reconciling the experiment and g p
infrastructure views
– CCRC’08 ServiceMapp

• Things to come…
– Reporting MoU to the sites

Internet
Services

Reporting MoU to the sites
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SC4 Twiki

Internet
Services
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Problems with the twiki

• Hard to generate reports from a twiki
S• Statistics extraction is manual
– Messages/Incidents per day, per site, …

• Everyone has to poll
– No feeds

• No categorization
• No threading• No threading
• Want it to be write-once, read-many

N h i hi t !
Internet
Services

– No changing history !
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Solution

We believe elog gives us these features

• Let’s use CCRC’08 to test it
– Fallback solution could be a standard blog

• I’d encourage everyone to use ifI d encourage everyone to use if
– Also secretary of CCRC’08 daily meeting will 

add items of interest that arise
…Demo…

https://prod-grid-logger.cern.ch/elog/CCRC'08+Observations/

Internet
Services

p p g gg g

RSS feed : https://prod-grid-logger.cern.ch/elog/CCRC'08+Observations/elog.rdf
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MoU response times

• We’ve agreed to try and measure MoU
metrics during CCRC’08metrics during CCRC 08
– To evaluate if we can actually do it !

htt // d id l h/ l /CCRC'08+L b k/
Service Maximum delay in responding to operational problems Average availability measured on 

an annual basis

Service interruption Degradation of the Degradation of the During At all other times

https://prod-grid-logger.cern.ch/elog/CCRC'08+Logbook/

Service interruption Degradation of the 
capacity of the 

service by more than 
50%

Degradation of the 
capacity of the 

service by more than 
20%

During 
accelerator 
operation

At all other times

Acceptance of data 
from the Tier-0 Centre

12 hours 12 hours 24 hours 99% n/a

Networking service to 
the Tier-0 Centre 
during accelerator 
operation

12 hours 24 hours 48 hours 98% n/a

Data-intensive 
analysis services

24 hours 48 hours 48 hours 98% 98%

Internet
Services

analysis services, 
including networking 
to Tier-0, Tier-1 
Centres 

All other services –
prime service hours

2 hour 2 hour 4 hours 98% 98%
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All other services –
other times

24 hours 48 hours 48 hours 97% 97%



Response time reporting 
workflow

Site 
Acknowledge

New 
Problem!

VO 
C fi d AcknowledgeProblem! Site FixedConfirmed

Problem Solved !Problem Solved !

2008 02 01 10:30 New Problem VO: Atlas MoU Area: Distribution of data toTier 1 centresProblem Report: Issue ID #42 : 2008 02 01 10:30 :

Internet
Services 2008-02-01 11:30 – Site Acknowledged – working on it !

2008-02-01 10:30 – New Problem. VO: Atlas, MoU Area: Distribution of data toTier-1 centres, 
Site: CERN-PROD - SRM not working

2008-02-01 11:49 – Site Fixed – We’ve found the problem in the endpoint, restarted

Problem Report: Issue ID #42 : 2008-02-01 10:30 :
MoU Area: CERN-PROD/ Distribution of data to Tier-1 Centres
Time to First Response : 1:00
Time to Problem resolved : 1:29
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2008 02 01 11:49 Site Fixed We ve found the problem in the endpoint, restarted
2008-02-01 12:43 – VO Confirmed – All working again , thanks !Time to VO confirmation : 2:23



Measuring MoU availability

“Human”

Experiment Operational

Human
` View 

- the control
Experiment
Framework/ 
Dashboard 

View

Operational 
Testing 

(SAM/SLS) 
ViewView View

Internet
Services
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Mapping to MoU Services

Tier-1
Grid Service
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networking to Tier-0
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All Other Services • • • • • • •

• Map grid services status (from SAM) to MoU
categories
– These are “custom” service availability 

calculations

Internet
Services

• Use the CMS SAM portal framework as basis 
for implementing this
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CMS SAM Portal

Internet
Services
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ServiceMap

• What’s a ServiceMap?
It’ id ith diff t h i– It’s a gridmap with many different maps, showing 
different aspects of the WLCG infrastructure

Wh t’ th CCRC’08 S i M ?• What’s the CCRC’08 ServiceMap?
– Service ‘readiness’
– Service availability

• For VO critical services

E i t M t i– Experiment Metrics
• A single place to see both the VO and the 

i f i f h id
Internet
Services

infrastructure view of the grid
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CCRC’08 ServiceMap

…Demo…
Internet
Services

…Demo…
http://gridmap.cern.ch/ccrc08/servicemap.html
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Service Readiness

• Measure of how ‘production-ready’ a service :
– In terms of software, service and deployment

Internet
Services

• Manually edited (under SVN control) by 
responsibles

EIS t i d l t t
CERN IT Department
CH-1211 Genève 23

Switzerland
www.cern.ch/it

13
– EIS team, service managers, deployment team



Experiment metrics

• Show the VO view of the infrastructureShow the VO view of the infrastructure
• Two extra ‘maps’

– Reliability (e.g successful data transfer, jobs, …)Reliability (e.g successful data transfer, jobs, …)
– Metrics (MB/s, events/s, …)

• Need interaction with experiments to create these 
Internet
Services

p
two views

• Note that this is very similar structure to MoU view
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– perhaps we merge the two, and report to sites on this 
structure ?



Summary

• CCRC’08 is a good opportunity to try some 
new operational toolsnew operational tools
– And evaluated them in a ‘real-world’ mode

• The CCRC’08 ServiceMap seems to give a 
useful view of the grid
– Need to iterate on what is useful to show
– And fill in the white spaces… 

• Next Steps
– MoU calculation and reporting to sites

Internet
Services

p g
• Feedback on all the tools welcome !
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Links to tools

• CCRC’08 ServiceMap
htt // id h/ 08/ i ht lhttp://gridmap.cern.ch/ccrc08/servicemap.html

• CCRC’08 Observations logbook
https://prod-grid-logger.cern.ch/elog/CCRC'08+Observations/

RSS feed : https://prod-grid-
logger cern ch/elog/CCRC'08+Observations/elog rdflogger.cern.ch/elog/CCRC 08+Observations/elog.rdf

• Reponse tracking logbook
https://prod-grid-logger cern ch/elog/CCRC'08+Logbook/https://prod-grid-logger.cern.ch/elog/CCRC 08+Logbook/

RSS feed : https://prod-grid-
logger.cern.ch/elog/CCRC'08+Logbook/elog.rdf

Internet
Services
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