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BDII release highlights 

• Releases since the last GDB presentation (October 
2013) 
http://gridinfo.web.cern.ch/sys-admins/bdii-releases 

– Decommission of FCR (Freedom of Choice of resources) 
mechanism in top BDII 

– Default top BDII cache validity from 12h to 4 days 

– Glue-validator bug fixes and new features 

• No BDII releases scheduled 
– NOTE that BDII is IPv6 compliant since EMI 2 

• Only glue-validator bug fixes and improvements are 
expected 

• No GGUS tickets reporting any issue since last October 
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BDII deployment status 

• https://wlcg-
mon/dashboard/request.py/siteview#current
View=BDII+deployment 

– All GOCDB + OSG sites  
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Cleaning SW tags 

• https://twiki.cern.ch/twiki/bin/view/EGEE/GL
UEMonitoring#Cleaning_SW_Tags 

– One year ago: 120 MB of SW tags! 

– SW tags removed (except VO-lhcb-pilot) for LHCb 

– Ongoing cleaning for ATLAS 

• Most of them deleted, still 1771 SW tags published 

– To be done for CMS (still in use)  

• 24275 SW tags published in GLUE2 
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GLUE deployment status 

• https://wlcg-
mon.cern.ch/dashboard/request.py/siteview#
currentView=Glue+Deployment 
– All GOCDB + OSG BDIIs 

 

 

– GLUE deployment per REBUS site: 

– https://wlcg-
mon/dashboard/request.py/siteview#currentView
=Glue+Deployment+per+site 
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GLUE 2 validation 

• GLUE 2 validation for WLCG has been automated since February 
using the Dashboard and GGUS automatic submission 
– Main focus on major sources of errors at sites that publish GLUE 2: 

•  GLUE 2 obsolete entries (Due to a bug in bdii < 5.2.20 old entries are not 
deleted in GLUE 2. Solved in EMI 3) 

– 76 tickets opened, 73 tickets solved 

• 444444 Waiting jobs (It also affects GLUE 1!) 
– 37 tickets opened, 35 tickets solved 
– This is an old problem but now there is an automatic way of monitoring it! 

https://wlcg-
mon.cern.ch/dashboard/request.py/siteview#currentView=Glue+Validator+WLCG 

– This has been in place until glue-validator has been deployed in Nagios 
as a production probe 
• Available since 18.03.2014 
• 101 tickets opened, 60 tickets solved 
https://midmon.egi.eu/nagios/cgi-bin/status.cgi?servicegroup=SERVICE_Site-
BDII&style=detail 
NOTE: There will be a new version deployed in the next day to fix a bug in the test 
that checks the Total Number of Jobs as reported in GGUS:102853. 
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GLUE 2 validation statistics 
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Specific LHCb campaigns (I) 

• BDII vs SRM in T1s (in good shape!) 

– https://wlcg-
mon.cern.ch/dashboard/request.py/siteview#curr
entView=BDII+vs+SRM+LHCb+Storage 
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Specific LHCb campaigns (II) 

• Max CPU Time (45 tickets opened, 41 solved) 
– Not clear whether 999999999 means unlimited or means there 

is a misconfiguration/BDII problem in the site 
• Situation will improve with 

https://ggus.eu/index.php?mode=ticket_info&ticket_id=97721 

– https://wlcg-
mon.cern.ch/dashboard/request.py/siteview#currentView=Glue
+Validator+LHCb 
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ATLAS xrootd and http endpoints 

• https://wlcg-
mon.cern.ch/dashboard/request.py/siteview#currentView=
BDII+monitoring+for+ATLAS 
– Understading whether it could be useful to monitor this using 

the BDII 
– Some Storage info providers do not fully publish GLUE properly 

Information System Status - GDB 9th April 
2014 

11 

https://wlcg-mon/dashboard/request.py/siteview#currentView=BDII+monitoring+for+ATLAS
https://wlcg-mon/dashboard/request.py/siteview#currentView=BDII+monitoring+for+ATLAS
https://wlcg-mon/dashboard/request.py/siteview#currentView=BDII+monitoring+for+ATLAS
https://wlcg-mon/dashboard/request.py/siteview#currentView=BDII+monitoring+for+ATLAS
https://wlcg-mon/dashboard/request.py/siteview#currentView=BDII+monitoring+for+ATLAS


T0 and T1 accounting 

• Studying the differences between WLCG accounting 
report, REBUS and BDII 

• https://wlcg-
mon.cern.ch/dashboard/request.py/siteview#currentVi
ew=WLCG+Accounting+vs+BDII 
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Storage Information Providers 

• Meeting with Storage developers scheduled 
on 15th April 

– https://indico.cern.ch/event/311528/ 

• Meet and discuss common areas of interest 
related to the Information System 

– Align the way things are published 

• Also agree on issues related to the OGF GLUE WG 

– Improve the quality of the data 

• Storage capacities 
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Cloud resources in the BDII 

• After discussions with EGI, the 
LDAP tree of the BDII includes 
now cloud resources 
– Maintains backwards compatibility 
– Some EGI sites are already being 

published: 
• 100IT, PRISMA-INFN-BARI, INFN-

CATANIA-STACK, INFN-CATANIA-
NEBULA 

• They publish cloud resources using 
the existing GLUE 2.0 schema 

– There are ongoing discussions at 
the OGF GLUE WG to express cloud 
resources in GLUE 2 
• i.e. Extending GLUE 2.0 and creating 

GLUE 2.1 
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ginfo, AGIS and GSR 

• ginfo 
– Reminder: GLUE 2 Replacement of lcg-info and lcg-infosites 
– New version under preparation 

• It is able to combine entries of different GLUE 2 objects 
• Similar approach to lcg-info and lcg-infosites 

• AGIS 
– IT-SDC has proposed to CMS an investigation of adopting AGIS 

as a common information system and a feasibility study is 
ongoing. 

– The feasibility study and the prototype will be presented within 
CMS in the upcoming weeks to gather feedback 

• GSR 
– It has been put on hold while evaluating AGIS feasibility 

• AGIS has the advantage of allowing VOs to define their own topology 
of grid and cloud resources  
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