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 LHC control system requirements 
 

 Philosophy of development 
 

 Overview of the architecture 
 

 Key components 
 

 Quality Assurance (QA) 
 

 Outlook towards the Future 
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Alarms 

Diagnostics Monitoring 
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Summary of problems in single place 

Huge number of SW processes 

Huge number of devices 



 Monitors controls infrastructure 

 Computers (front-ends, servers, consoles) 

 Network 

 Software applications 

 Provides overview of infrastructure state 
 

14 October 2013 Academic Training Lectures - CERN Beams Controls Group 6 



14 October 2013 Academic Training Lectures - CERN Beams Controls Group 7 



14 October 2013 Academic Training Lectures - CERN Beams Controls Group 8 

Front-Ends Servers Consoles Processes 

JMX 

SNMP 
DAQ 

HW 

SNMP 

JMX 
DAQ 

DiaMon 
agent 

DiaMon 
agent 

DiaMon 
agent 

DiaMon 
DAQ 

JMS 

DiaMon 
Server 

JMS 

DiaMon 
GUI 

JMS 



 Helps finding the root cause of the problem 
 

 Provides evolution history 
 

 Allows certain actions 

 restart system 

 restart process 
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 Software alarms system 

 Problem => notification 

 
 Does not deal with human/equipment safety 

 
 Notifies about problems requiring human 

intervention 
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 Relevant alarms only 
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 Relevant alarms only 
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ON delay 

 Relevant alarms only 
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time 

threshold 



OFF delay 

 Relevant alarms only 
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 Relevant alarms only 
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Context 

 Relevant alarms only 
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time 

threshold 



 Relevant alarms only 

 Quality of raised alarms 

 Dependent on clients: ex. different accelerators 
 

 Alarms history 
 

 Maps alarms to people and possible actions 
 

 Alarms priority 
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 Diagnostic Monitoring 

 Metrics from >2000 computers 

 ~10 M updates / day 

 
 Alarms 

 ~200 K alarm definitions (80’000 for LHC) 

 ~150 alarm events / minute 
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 Extend monitoring to process internals 

 JMX metrics 

 Periodic sanity checks 

 
 Automatic alarms analysis 

 Frequent, oscillating alarms => contact expert 

 Long-standing alarms => reconsider alarm 
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Software Interlock System 

Hardware Machine Protection 
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 Surveys the state of key LHC components 
 

 Acts if necessary 

 abnormal situation  beam dump 

 
 Part of overall Machine Protection 
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 Domain conditions representation 
 

 Complex condition logic 
 

 Provides the operations with condition 
calculation diagnostics 
 

 Extensible 
 

 Deterministic and highly reliable 
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 Deployed practically for all accelerators 
 

 SIS for LHC has 

 ~2700 subscriptions 

 ~5200 elementary / ~800 logical  / 8 permits 

 

 SIS for SPS is used to save energy 

 Up to 200’000 euro/year 
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 Detects the cause of the beam dump 
 

 Checks if all the protection equipment behaved 
as expected 
 

 Decides if it safe to continue the operations 
 

 Blocks the next injection otherwise 
 

 Part of overall Machine Protection 
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 Analysis is based on a graph of analysis modules 
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 Analysis is based on a graph of analysis modules 
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 Analysis is based on a graph of analysis modules 
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 Analysis is based on a graph of analysis modules 
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 Analysis is based on a graph of analysis modules 
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PMA Framework 
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Overall 
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 4 mission critical LHC applications 

 LHC Beam Dump Analysis 

 eXternal Post-Operational Check (XPOC) 

 Injection Quality Check (IQC) 

 Powering Event Analysis 

 45 analysis modules 
 10 module developers from different teams 
 2 GB per LHC Beam Dump 
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1’000’000 device properties recorded 

6 billions of records per day 

2TB/week throughput (~400 DVDs) 



 Storage for beam & equipment data beyond 
LHC lifetime (>20 years) 

 Does not store experiments’ data 
 

 Online storage (Oracle DB, RAC-based) 
 

 Allows analysis of accelerator behaviour over 
long periods of time 
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Logging DB 
>20 years of filtered data 

Measurement DB 
7 days of raw data 

Logging 
Processes 

PL/SQL 
filter 

Logging Data Extraction API 

Clients 

Controls MiddleWare 

~ 250’000 device properties 
~ 5.5 billion records / day 
~ 2 TB / week throughput 

~ 1000 clients 
~ 5 million extraction requests / day 

~ 95 % data reduction 
Millions of recs / min 

PVSS 
Industrial Control 

~ 1 million device properties 
~ 4 billion records / day 
~ 1 TB / week stored 
~ 170 TB stored now 
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 Protect against unauthorized access 
 

 Access audit 
 

 Integrated with all 3 layers 

 front-end, business, presentation 
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FESA 
server 
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 Authentication 
 Authorization 

 Business layer 

 Front-End layer 
 Permission definitions 

 Who, what, when, from where 
 Flexibility 

 Login-by-location 

 Temporary permissions 

 Operational-mode dependent 
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 RBAC protects all the LHC equipment 
 

 ~500’000 permission definitions 
 

 ~500 users 
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 Protects the value, not the action 

 BLM, BPM thresholds 

 Collimator thresholds 

 SIS configuration 
 

 Only experts can modify the value 
 

 All the operators can use this value 
 

 Digitally signed values 
 

 100 critical value types => 1500 properties 
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 LHC control system requirements 
 

 Philosophy of development 
 

 Overview of the architecture 
 

 Key components 
 

 Quality Assurance (QA) 
 

 Outlook towards the Future 
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 Front-End Layer (C/C++) 
 85’000 devices controlled by 2000 different machines 

 600 different device types (FESA, PVSS, FGC) 

 Developed by 100 people from 16 different groups 

 Business and Presentation Layer (Java)  
 400 different GUIs and 150 server applications 

 Up to 600 processes on 400 machines 

 Developed by ~100 people from 10 different groups 

 Control system performs mission-critical tasks 
 Control system must evolve 
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 Development process 
▪ Recommended / mandatory 

activities and deliverables 

 Tools 
▪ Support the process by 

automating as much as 
possible 

 Organization 
▪ Officially allocate time 

▪ Dedicated QA days 

▪ Follow up progress 

 

Process 

Tools 

Org. 

SIP 
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 Common code style (Eclipse IDE) 
 Dependency analysis (Eclipse plugin) 
 Unit testing (JUnit, Mockito, Clover) 
 Static code analysis (FindBugs, PMD, Sonar) 
 Code reviews (FishEye + Crucible) 
 Continuous Integration (Bamboo) 
 Issues tracking & planning (JIRA + Greenhopper) 
 Documentation (Confluence Wikis) 
 Agile development methodologies 
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Beams Department Controls Group espace.cern.ch/be-dep/CO 

Timing System wikis.cern.ch/display/HT(/Timing+Software) 
www.ohwr.org(/projects/white-rabbit/wiki) 

Front-End Software Architecture wikis.cern.ch/display/FESA3 

Controls MiddleWare wikis.cern.ch/display/MW 

LHC Software Architecture wikis.cern.ch/display/LSA 

Sequencer wikis.cern.ch/display/SEQ 

Open Analog Signal Information System wikis.cern.ch/display/OASIS 

Diagnostics Monitoring & Alarms wikis.cern.ch/display/ADM 
laser-alarms.web.cern.ch/laser-alarms/ 

Software Interlock System wikis.cern.ch/display/SIS 

Post-Mortem (Analysis) wikis.cern.ch/display/PMS(/Documentation) 

Logging Service wikis.cern.ch/display/CALS 

Testbed wikis.cern.ch/display/CSTBF 

http://espace.cern.ch/be-dep/CO
http://espace.cern.ch/be-dep/CO
http://espace.cern.ch/be-dep/CO
http://espace.cern.ch/be-dep/CO
http://wikis.cern.ch/display/HT
http://wikis.cern.ch/display/HT/Timing+Software
http://wikis.cern.ch/display/HT/Timing+Software
http://www.ohwr.org/
http://www.ohwr.org/projects/white-rabbit/wiki
http://www.ohwr.org/projects/white-rabbit/wiki
http://www.ohwr.org/projects/white-rabbit/wiki
http://wikis.cern.ch/display/FESA3
http://wikis.cern.ch/display/MW
http://wikis.cern.ch/display/LSA
http://wikis.cern.ch/display/SEQ
http://wikis.cern.ch/display/OASIS
http://wikis.cern.ch/display/ADM
http://laser-alarms.web.cern.ch/laser-alarms/
http://laser-alarms.web.cern.ch/laser-alarms/
http://laser-alarms.web.cern.ch/laser-alarms/
http://laser-alarms.web.cern.ch/laser-alarms/
http://laser-alarms.web.cern.ch/laser-alarms/
http://wikis.cern.ch/display/SIS
http://wikis.cern.ch/display/PMS
http://wikis.cern.ch/display/PMS/Documentation
http://wikis.cern.ch/display/CALS
http://wikis.cern.ch/display/CSTBF
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 Test the core components of the control system 
together  
 

 Validate new versions of the control system 
before deployment 
 

 Automation 

FESA servers 
FESA servers 

FESA servers 

Timing 
System 

Controls MiddleWare (CMW) 
Role Based Access (RBAC) – Critical Settings Management 
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 Official approach 
 Analyze the impact of a change upfront 
 Backward compatible upgrades if possible 
 Non-backward compatible upgrades only with careful 

coordination and follow-up 
 Big changes on central systems only during shutdown 
 

 Other ingredients to smooth upgrades: 
 Planning before starting development work 
 Quality Assurance (development + integration testing) 
 Deploy upgrades first for accelerators that need them 
 Means to quickly roll-back in case of problems 
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 LHC control system requirements 
 

 Philosophy of development 
 

 Overview of the architecture 
 

 Key components 
 

 Quality Assurance (QA) 
 

 Outlook towards the Future 
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 Control System consolidation 
 

 Common analysis framework for logged data 
 

 LHC Hardware Commissioning analysis 
automation 
 

 Technology replacement 

 Future Front End hardware platform technology 

 Investigations regarding future software technologies 

 Timing => WhiteRabbit, Middleware => ZeroMQ 
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 “Physics” time maximization 

 LHC procedures optimization 
=> provide tools 

 
 Control System fault 

minimization 

Access 
Interventions 

Preparation 

Beam 
Injection 

Physics 
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 Early warning system, problem anticipations 

 Monitoring 

 Sanity checks  

 Improve first-line problem analysis 

 Runtime dependency analysis 

 Which expert to call 

 Improve smooth upgrades 

 Better tools to show what has changed 

 Tools to help backward-compatibility assurance 
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Logging 

• 85’000 devices controlled by 2000 different machines 
• 600 different device types (FESA, PVSS, FGC) 
• Developed by 100 people from 16 different groups 
 

• 150 server applications 
 

• 400 different GUIs 
 

• Up to 600 processes on 400 machines 
 

• Developed by ~100 people from 10 different groups 
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• 150 server applications 
 

• 400 different GUIs 
 

• Up to 600 processes on 400 machines 
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 Strategy behind development:  

 We provide extensible frameworks/tools 

 Clients fill in the domain-specific knowledge 

 Clear guidelines 

 Coherent model: device-property 

 Architecture and technology choices 

 Thorough Quality Assurance 
 Successful and efficient collaboration 

 with equipment groups and operators   

 with other laboratories (FermiLab, GSI, ESRF, etc.) 
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