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Outline

• Review of Relevant Milestones
– Plans to meet them 
– ExplanationsExplanations

• 24x7
• VO Boxes
• Procurement 

– MoU Commitments 
• WN/UI• WN/UI

– Milestones on individual components have replaced the 
earlier ‘Upgrade to SL4’

R li bilit & A il bilit• Reliability & Availability 



24*7 WLCG Milestones

WN/UIWN/UI 

December Reliability

ProcurementProcurement



• T1s underestimated the effort involved inT1s underestimated the effort involved in 
planning this.
– most have done this now

• 07-03 was never going to happen to original 
schedule as T1s are mostly ramping up staff y p g p
for data taking 

• Full explanations for missed milestones p
attached to agenda.



• ASGC testing started in January, production on-call 1700-0200 
will start next week.
CNAF C iti l i l d HA I f t t 30• CNAF Critical services are already HA. Infrastructure on 30 
minute callout.

• FZK Done a lot of work on hardening services. Respective 
operational procedures will be documented in March 2008operational procedures will be documented in March 2008 
(WLCG-07-01) and go into operation in April 2008 (WLCG-07-
03).
NDGF All tested Shifts will start with data taking• NDGF All tested. Shifts will start with data-taking.

• PIC testing (WLCG 07-02) started at Xmas, complete end of 
Feb. In production (WLCG 07-03) end of March
RAL T ti li d th t d F b I iti l d ti• RAL Testing slipped a month to end Feb. Initial production on 
target for end of March 

• SARA-NIKHEF testing under way. Complicated by integrating 
two sitestwo sites.



• All T1s support VO Boxes for relevant VOspp
– This milestone is about a defined service

• 5b not always under the control of the T1s• 5b not always under the control of the T1s.
• Full explanations for missed milestones 

attached to agendaattached to agenda.



• ASGC – aim to finalise draft by end of March and get 
agreement by end of April

• IN2P3 – Has been deferred due to higher priority work. SLA by 
end of February, agreement by end March 

• CERN started discussion on formal SLA• CERN started discussion on formal SLA
• NDGF Should be in place by end of March. Had to negotiate 

with 7 sites for Alice  and ATLAS change to pilot jobs changed 
the definition of the VO Boxthe definition of the VO Box. 

• PIC ATLAS waiting definition of VO Box; CMS draft proposed; 
LHCb done.

• SARA NIKHEF advanced draft exists, it has been circulated 
amongst all parties nationally.  It has not yet been discussed 
with the VOs.



Procurement

• SARA-NIKHEF had procurement problems for 
2007.





• Most sites achieving CPU pledges
• Most sites will not have disk pledges in place• Most sites will not have disk pledges in place
• Tape less important as can easily be bought just-in-time as 

data grows
• Some T1s have set dates later than April to meet their pledges• Some T1s have set dates later than April to meet their pledges 

in full.
• Very few requirements are met.



• Overall the balance is reasonable for this year and 
next
– Does anyone trust the requirements to this accuracy?

• Have we estimated the requirement for disk cache?
– Is it included by all? Do we understand it?



Resource Comments
• FZK/GridKa (last report of 1 Feb): all hardware for April 2008 is on site in burnin or 

waiting for final installation additional acquisitions are 1150 KSi2K cpu 600 TBwaiting for final installation. additional acquisitions are 1150 KSi2K cpu, 600 TB 
disk and 800 TB tape for ALICE and 380 TB disk for CMS to reach full 2008 pledges 
in October as planned.

• CC-IN2P3 (last report of 4 Feb): no changes in January. 2008 cpu capacity delivery 
delayed to mid-Feb so not for phase 1 but ok for 1 April. Tape pledge ok for Aprildelayed to mid Feb so not for phase 1 but ok for 1 April. Tape pledge ok for April 
and will have 50% of disk pledge. No date yet for remaining disk

• INFN/CNAF (last report 4 Feb): Now unlikely to have all disk capacity by April 1. 
More info soon.

• NDGF (last report 1 Feb): All 2008 cpu in place by March Will ramp up disk and• NDGF (last report 1 Feb): All 2008 cpu in place by March. Will ramp up disk and 
tape following demand – confident they will not run out up to 2008 pledges.

• NL-T1 (last report 1 Feb): Will have full 2007 pledges installed in April and full 2008 
pledges in November.

• PIC (last report 4 Feb): Solving power problems to reach 80% of 2008 cpu pledge by• PIC (last report 4 Feb): Solving power problems to reach 80% of 2008 cpu pledge by 
1 April with remainder by May. Also 80% of disk by 1 April, rest by June. Ramp up 
tape capacity steadily to reach full pledge by October.

• RAL (last report 14 Jan): Were expecting 1PB of disk mid-Jan and MoU cpu pledge 
delivery end Feb. Tape media in place and last tape drive purchases about to be y p p p p
placed. Full pledges expected for 1 April.



• T1s all met milestones 
• Experiments have not all verified



• The Gridview algorithm has been tuned
– Handles downtime more realistically
– Handles SAM problems 









Reliability
• 8 Best sites have been acceptable throughout the last 6 p g

months
• Average is generally rising.
• No clear view of why some sites are better than others
• Middleware improvement have reduced downtime

There will always be service breaks but sites are coming back• There will always be service breaks but sites are coming back 
more quickly



Summary

• Some Tier1s seem fully ready for data taking
• Some are approaching readiness 
• All much later than planned or than the project would like• All much later than planned or than the project would like, 

but probably inevitable given the machine delays.
• Services in place as much as middleware readiness allows

– SRM2.2 the most volatile 
– But not all as reliable and resilient as could be

• So far the CCRC has not stress tested the T1s  so there 
remains a risk they are not truly ready 
– But what else can they do?


