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Outline

‣ The Helix Nebula Initiative

‣ CERN Flagship experience

‣ Conclusions
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Timeline

Strategic Plan for a Scientific Cloud Computing infrastructure for Europe 

‣ http://cds.cern.ch/record/1374172/files/CERN-OPEN-2011-036.pdf

‣ 8th August 2011
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Public Event 2014

‣ Showcasing the Helix 
Nebula production 
platform

‣ Future directions and 
roadmap of the overall 
Helix Nebula Initiative

‣ http://indico.cern.ch/e/Helix_Nebula_Cloud_Productive
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Helix Nebula 
Public & Private Partnership
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Helix Nebula Platform

‣ Initial four 
commercial cloud 
providers integrated

‣ IaaS Broker: 
SlipStream BlueBox 

‣ Amazon EC2 Bridge 
for compatibility with 
third party tools, such 
as StarCluster or any 
EC2-compatible tool

‣ Integration with the 
EGI FedCloud on the 
2014 roadmap 
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Broker

‣ Open Source PaaS

‣ Supports all mainstream 
cloud solutions

‣ Independency from the 
target cloud provider

‣ Concurrent deployment 
across several clouds
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http://sixsq.com/products/slipstream.html

SlipStream®: “1-click multi-cloud application deployment 
platform.”
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Flagship Use Cases

Stretch what is possible with the cloud today for 
multidisciplinary data intensive science
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ESA Helix Nebula Flagship Use Case

Assessment of geohazards and monitoring the dynamic and 
complex solid-Earth system.

‣ Enable the correlation and processing of observation data for 
supersites monitoring.
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EMBL Helix Nebula Flagship Use Case

‣ Successful end-to-end tests of bioinformatics pipelines 

‣ Using real world large genome sequencing data

‣ Mix of quick parallel jobs and long running serial jobs 
10

YEARS I 1974–2014

Cloud Service 

EMBL Helix Nebula Flagship Project 
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with other 
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Helix Nebula: CERN Flagship Use Case

Aim

‣ Evaluating the use of cloud technologies for LHC data 
processing

‣ Transparent integration of cloud computing resources with 
ATLAS distributed computing software and services

‣ Evaluation of financial costs of processing, data transfer and data 
storage

‣ Service Level Agreements and Governance model

11

ATLAS detector
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Experiment Workflow
ATLAS Production ANd Distributed Analysis (PanDA) system

‣ A homogeneous processing system layered over heterogeneous resources

‣ Use of Condor for job submission 

‣ Use of pilot jobs for acquisition of processing resources.

‣ Support for both managed production and analysis
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Cloud Job Flow
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SlipStream
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Setup

Homogeneous configuration across suppliers

VM Configuration

‣ Based on CentOS-6

‣ 1 vCPU, 2 GB RAM, HD size ~10 GB (instance type m1.small)

‣ Additional disk 20 GB needed for ATLAS jobs 

Image Creation

‣ Install RPMs for repository configuration, condor, ATLAS worker node, EMI

Contextualization

‣ Additional disk partitioning/mounting

‣ Configure CVMFS, Condor, Ganglia

• Define for each provider a specific PanDA & Ganglia resource: Helix_Nebula_*

Network

‣ VMs with public IPs, but for T-Systems (private network with gateway) 
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Tests

Experiment workflow tested with Monte Carlo jobs 

‣ Geant4 based simulation of the particles propagation through the 
ATLAS detector 

Long (~4h), very intensive CPU usage, low I/O usage.

‣ Input: MC generator 4 vector files. Output: ~50 MB/file of 50 events
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Monitoring
Large variety of complementary monitoring views in order to track, log, 
cross-check, debug 

‣ VM side (Ganglia), WMS side (PanDA, APF), SlipStream dashboard
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Deployment
Multiple VMs started in a single deployment

‣ Submitted up to 25 VMs per deployment
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Deployment on multiple suppliers

Successfully deployed VMs in different suppliers through a single deployment
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Supplier A

Supplier B

Supplier A

Supplier B
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Ramping up

‣ Time to have VMs running 
from beginning of deployment 
depends on supplier

• ~ 5’ - 25’

‣ Experiment jobs starts to run in 
O(5’) from the VM start
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Supplier A
Supplier B
Supplier C
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Terminate

‣ Fast termination of 
machines in O(60’’) from 
the “Terminate” command
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Ganglia

Ganglia Report

Supplier A
Supplier B
Supplier C
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Scale tests
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Supplier A
Supplier B
Supplier C

‣ Deployments show long time stability after startup 

‣ VMs left running for several weeks, running ATLAS functional tests

‣ Able to rapidly scale up to use available resources

115 running VMs

230 GB

HLX-CERN Load 24h

HLX-CERN Memory 24h
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Past experience
Scale tests already performed in the past phases of the CERN flagship tests

‣ ~40k CPU days of processing during the pilot phase

• Tests performed in 2013 connecting directly to each single provider 
(SlipStream BlueBox was still not in the picture)
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Lessons learnt

Building and deployments still require efforts

‣ Sometimes base images not available / removed from the 
cloud provider

‣ Not possible to upload a user image (CernVM)

Service reliability needs to improve

‣ Aborted / Failed deployments could leave zombie VMs

‣ Monitoring and metering still limited

Capacity: be able to scale seamless.

‣ Limitation of 25-50 VMs for deployment

• Future auto-scale feature looks interesting 

Service Catalog and pricing reports are currently very basic 
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Conclusions

CERN flagship deployed the ATLAS experiment workflow on 
commercial clouds

‣ Successfully tested primary functionalities: start/stop/status 
and medium scale deployments

‣ Still heterogeneity seen among providers 

‣ Costs still high/undefined to compete with in house 
resources

Helix Nebula Initiative over the last two years has allowed to 

‣ Enable a federation of European public - private commercial 
cloud service providers

• Creation of the Helix Nebula Market Place (HNX) 
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