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» The Helix Nebula Initiative
» CERN Flagship experience

» Conclusions
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A Timeline

CERN

Strategic Plan for a Scientific Cloud Computing infrastructure for Europe
» http://cds.cern.ch/record/1374172/files/CERN-OPEN-2011-036.pdf

» 8t August 2011 (7)) CERN-OPEN-2011-036
X 08/08/2011
Contacts
Dr. Maryline Lengert Dr. Bob Jones
ESA - European Space Agency CERN - European Organization for Nuclear Research
Senior Advisor IT department
Maryline.Lengert@esa.int Bob.Jones@cern.ch
Tel +39 06 941 80430 Tel. +41 22 767 14 82
Copyright © 2011 by CERN and ESA. This work is made available under the terms of the Creative
Commons Attribution-Non-Commercial-No Derivative Works 3.0 Unported license,
http: ivecommons.org/li -ne-nd/3.

* Endorse the Common * Pilot Phase Towards an open market
Strategy * Deploy flagships, for Science
* Agree on the Partnership * Analysis of functionality,
* Select flagships use cases performance & financial
* Define governance model model
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Public Event 2014 NZBO

THESCIENCECLOUD

» Showcasing the Helix
Nebula production
platform

roadmap of the overall
Helix Nebula Initiative

14 May 2014
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http://indico.cern.ch/e/Helix Nebula Cloud Productive
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Strategic Plan

»  Establish multi-
tenant, multi-

provider cloud
infrastructure

» ldentify and adopt
policies for trust,

security and
privacy

»  Create governance

= structure

»  Define funding
schemes

D. Giordano (CERN)

To support the
computing capacity
ﬂ needs for the LHC
experiments
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To create an Earth
Observation
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Setting up a new
service to simplify
analysis of large
genomes, for a
deeper insight into
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A Helix Nebula Platform N5

CERN

» Initial four
commercial cloud
providers integrated

» laaS Broker:
SlipStream BlueBox -

— e - e e e e - —— oy

]

- |
' Marketplace |
. Operator
|
|
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» Amazon EC2 Bridge
for compatibility with
third party tools, such
as StarCluster or any
EC2-compatible tool

CloudSigma Interoute T-Systems FedCloud

GEANT / Internet
» Integration with the / Interne

EGI FedCloud on the
2014 roadmap
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SlipStream®: “1-click multi-cloud application deployment

144
platform. » Open Source PaaS

®
ﬂ:hch'nﬂm » Supports all mainstream

cloud solutions

[(l}]' http://myserver/slipstream v

» Independency from the
target cloud provider

» Concurrent deployment
across several clouds

vmware b
cloudstack aolauo

(\ Ma"
interoute amazon n

Cloud&gma /‘/\\ openstack

stratuslab

http://sixsg.com/products/slipstream.html
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Stretch what is possible with the cloud today for
multidisciplinary data intensive science

~ ATLAS High Energy High Energy Genomic Assembly SuperS|tes Exploitation
Physncs Cloud Use in the Cloud Platform

: Cnes¢ \\\\\l\\\ esa

To support the computing A new service to simplify To create an Earth
capacity needs for the large scale genome Observation platform,
ATLAS experiment analysis; for a deeper focusing on earthquake
insight into evolution and and volcano research
biodiversity
D. Giordano (CERN) 8 23 May 2014
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Earthquakes

Volcanoes

. '}-E( ‘- ‘.l.‘;,,\ “ &
SBAS-InSAP\ .

Processing

Infrasructu res

Satellite SAR data set

Assessment of geohazards and monitoring the dynamic and
complex solid-Earth system.

» Enable the correlation and processing of observation data for

supersites monitoring.
D. Giordano (CERN) 9 23 May 2014
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CERN
Access
_ On-Demand e
Large-Scale Genomﬁﬁ@”’ '
gjéf 7 <: W -
d . A N /
fh'dl‘é-geribme/a’ssembly &
- with other
cloud

éﬁ Mk'&(m s

g THESCIENCECLOUD
J J

"/

NGS Labs Qoud Service

» Successful end-to-end tests of bioinformatics pipelines

» Using real world large genome sequencing data

» Mix of quick parallel jobs and long running serial jobs
10

23 May 2014
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Aim
» Evaluating the use of cloud technologies for LHC data
processing

» Transparentintegration of cloud computing resources with
ATLAS distributed computing software and services

» Evaluation of financial costs of processing, data transfer and data
storage

» Service Level Agreements and Governance model

ATLAS detector

D. Giordano (CERN) 11 23 May 2014
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ATLAS Production ANd Distributed Analysis (PanDA) system
» A homogeneous processing system layered over heterogeneous resources
Use of Condor for job submission

Use of pilot jobs for acquisition of processing resources.

vV vV Vv

Support for both managed production and analysis

PanDA System Overview

Data Management
System (DQ2)

>

S : Replica
Logging P

repository SREEe

(Production DB)
condor-\
pilot

scheduler
(autopyfactory)

Production
managers PanDA server

https

End-user

Worker Nodes
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Cloud Job Flow

>

CERN

Q
@ o [SIipStream
a a

Build/Deploy

f
ATLAS
Pilot
Factory
G
CERN EOS
£ Storage Element
(
T Submh
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A Setup i

Homogeneous configuration across suppliers
VM Configuration
» Based on CentOS-6
» 1vCPU, 2 GB RAM, HD size ~10 GB (instance type m1.small)
» Additional disk 20 GB needed for ATLAS jobs
Image Creation
» Install RPMs for repository configuration, condor, ATLAS worker node, EMI
Contextualization

» Additional disk partitioning/mounting
» Configure CVMFS, Condor, Ganglia

® Define for each provider a specific PanDA & Ganglia resource: Helix_Nebula_*
Network

» VMs with public IPs, but for T-Systems (private network with gateway)

D. Giordano (CERN) 14 15 May 2014
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A Tests

CERN

Experiment workflow tested with Monte Carlo jobs

» Geant4 based simulation of the particles propagation through the
ATLAS detector

Long (~4h), very intensive CPU usage, low 1/O usage.
» Input: MC generator 4 vector files. Output: ~50 MB/file of 50 events

D. Giordano (CERN) 15 15 May 2014
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Large variety of complementary monitoring views in order to track, log,
cross-check, debug

» VM sside (Ganglia), WMS side (PanDA, APF), SlipStream dashboard

Jobs:
-
PandalD, Qunar Working P | Tmeto Snged! BatchQueue (pandaq) view
2162262985 ::;'-lmp-“.”' 7222 051110458
- me12 BTeV.10768 9 00 Out: bx Batch gueue HELIX_NEBULA_ATOS
0511 1720 WMS queue HELIX_NEBULA_ATOS
Site HELIX_NEBULA
State test
Links agis pandamon ssb
Label factory created runaing  exiting done niss
HELIX_NEBULA_ATOS aipanda002 165 7 0 0 0
HELIX_NEBULA ATOS aipanda009 1673 7 0 5 0
& HELIX NEBULA ATOS aipanda0ll) 151 7 0 2 [
MW aos-est
B coudsigma-chl Factory job state payload? croated
0 o tsysiems-Cel-cem aipanda009 520291.0 creatod - soconds ago
aipanda002 B84469.0 created - seconds ago
© aipanda0ll 542345.0 created - seconds ago
aipanda009 520285.0 created - 1 nin ago
| _aioanda002 88446€3.0  coreated - 1 nin ago
0
HelixNebula Grid (4 sources) (tree view)
CPUs Total: 26
Hosts up: 26 HelixNebula Grid Load last day
-
Hosts down: 2 30
w
Note: Sorting escri s 201 -y
Search: 3 ,
€ = , :
J 3 10
e i wall *© cPU °  cPu © Network < Network ¢ - ¢ Cloud ° - ‘
Duration Duration Count inbound(Gb/sg) outbound(Gb/sg) Memory(GB)  Disk(GB) Type P s s it == >
Sen 00: 00 Sun 12:00
HELIX_NEBULA_ATOS 96.00 71.18 393 0.00 0.00 .n 0 OpenNebula @ 1-min Now: 25.1 Min: 5.4 Avg: 14.9  Max: 28.
X N oudSi ' y ' ) g ¥ Open @ Nodes Now: 26.90 Min: 7.0 Avg: 15.4 Max: 26.
e Smnin S R 000 = e N st i . M- B CPuUs Now: 26.0 Min: 7.0 Avg: 15.4 Max: 26.
HELIX_NEBULA_TSystems 24.00 2.09 1.00 0.00 0.00 1.83 0 OpenNebula M Procs Now: 24.7 Min: 5.3 Avg: 15.2 Max: 28.
Total: 120.00 73.27 4.93 0.00 0.00 9.54 0.00
im1wadsm }
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Multiple VMs started in a single deployment
» Submitted up to 25 VMs per deployment

i%a 60330337

D. Giordano (CERN) 17 23 May 2014
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A— Deployment on multiple suppliers <.,

Successfully deployed VMs in different suppliers through a single deployment

50 Y

wv
v
2
o
3 20 i ) SEHKNS SRS oS s o
= 10 ‘JJ’ .................... G i SuppherA ................................ -
0 i .,
15:20 15:40 16: 00
01-min Now: 41.9 Min:s 0.0 Avg: 25.4 Max: 43
[ Nodes Now: 50.0 Min: 0.0 Avg: 27.5 Max: 50
B CPUs Now: 50.0 Min: 0.0 Avg: 27.5 Max: 50
B Procs Now: 46.7 Min: 0.0 Avg: 27.2 Max: 46

70t
a9
g 50 " R - —P_L
. :
| § 30 e Sl s i s 2
2 o 20 T I e Sy S S
orchestrator- @@ deploy_CS_wn SH L= o SupplierB
. N === State: Detached . - _ U v .
slipstream Supplier A - (0/10) v o : ; N
‘ - 15:20 15:40 16: 00
@orthesmtor- === deploy_atos_wn i O 1-min Now: 50.8 MNin: =13 Avg: 31.3 Max: 51
: 4 State: Detached 4 [ Nodes Now: 62.0 Min: 2.0 Avg: 38.8  Max: 62
E aam =
%= Supplier B . (0/10) B CPUs Now: 62.0 Min: 2.0 Avg: 38.8 Max: 62
B Procs Now: 53.7 Min: 1.0 Avg: 35.6 Max: 55
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CERN

» Time to have VMs running x
from beginning of deployment = “3.® 3 Supler

. 20 a & B Supplier B
depends on supplier ™ Supplier C

e ~5-25

HelixNebula Grid Load last hour

150

100

Filter: Enter keywords
« Check all X Uncheck all .

» Experiment jobs starts to run in o
O(5’) from the VM start e
D. Giordano (CERN) 19 23 May 2014
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CERN
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30 B Supplier A
B Supplier B

" Supplier C

14:00 14:05 14:10 14:15

» Fast termination of

w : : z ° ° ,,
g EESSEE machines in O(60”) from
o ang 1a epor -
~ 20 - A /H . 14
5 ; the “Terminate” command
S 10| @
S e 3
[t R e S Sp——— a &
&:00 14:10 14:20 14:30 Jaoilvelb

O01-min Now:992.5m Min:992.5m Avg: 7.3 Max: 17. 0 nle denlo e

O Nodes Now: 2.0 Min: 2.0 Avg: 16.0 Max: 38.

B CPUs Now: 2.0 Min: 2.0 Avg: 16.0 Max: 38.

B Procs Now: 1.2 Min: 1.2 Avg: 7.8 Max: 18. M 5 runs » 0a810606-e3¢c-4396-Dae8-1608117d1790

D. Giordano (CERN) 20 23 May 2014

Friday, May 23, 2014



K Scale tests

LIX
BULA

G

THESCIENCECLOUD
CERN
» Deployments show long time stability after startup
» VMs left running for several weeks, running ATLAS functional tests
» Able to rapidly scale up to use available resources
= HLX-CERN Load 24h
HelixNebula Grid Load last month 7 7
126 A : ' v \'o : :
w 100 £
§ 80 . g 0
o ‘ 40
e 60  ; i
L= & G 0
S 40 ‘ i 10
= 20 : , A 8 e 12:00 men 1800
Week 16 Week 17 Week 18 Week 19 §. @ Procs Now:l12.8  Min: 1.0 Avg: BE.4  Max:119.1
O 1-min Now:109.7 Min: 0.0 Avg: 10.6 Max:110.! _
[ Nodes Now:113.0 Min: 0.0 Avg: 12.2 Max:113.|} 206 HLX-CERN Memory 24h
B CPUs Now:113.0 Min: 0.0 Avg: 14.0 Max:113.1f
B Procs Now:111l.1 Min: 0.0 Avg: 11.1 Max:112. ‘\\:\
= &8 m Supplier A | §
m Supplier B
- ‘ﬁ‘ ™ Supplier C ' &
a a \

1500

1400 1500 1600 17.00

lordano
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Scale tests already performed in the past phases of the CERN flagship tests
» ~40k CPU days of processing during the pilot phase

e Tests performed in 2013 connecting directly to each single provider
(SlipStream BlueBox was still not in the picture)

Walliclock time at CERN-PROD (s) Walliclock time at HELIX_A (s)

Entres 51527
Mean 1504
RMS 6516

" | " J " | B—
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00
200
% 2000 4000 6000 8000 10000 12000

Wallclock time at HELIX_B (s)
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Building and deployments still require efforts

» Sometimes base images not available / removed from the
cloud provider

» Not possible to upload a user image (CernVM)
Service reliability needs to improve
» Aborted / Failed deployments could leave zombie VMs
» Monitoring and metering still limited
Capacity: be able to scale seamless.

» Limitation of 25-50 VMs for deployment

® Future auto-scale feature looks interesting

Service Catalog and pricing reports are currently very basic

D. Giordano (CERN) 23 15 May 2014
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CERN flagship deployed the ATLAS experiment workflow on
commercial clouds

» Successfully tested primary functionalities: start/stop/status
and medium scale deployments

» Still heterogeneity seen among providers

» Costs still high/undefined to compete with in house
resources

Helix Nebula Initiative over the last two years has allowed to

» Enable a federation of European public - private commercial
cloud service providers

® (reation of the Helix Nebula Market Place (HNX)

D. Giordano (CERN) 24 23 May 2014
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