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¾ Most of the information in this presentation called from a WLCG 

pre -GDB devoted to batch systems  

ü March 2014  

ü Agenda : https://indico.cern.ch/event/272785 /  

ü Part of an ongoing work to review the batch system situation  

ü European -centric review  

¾ Most (European) òwell known expertsó of batch systems present 

ü CESGA (Grid Engine) apologized not being able to join  

ü Covering Torque/MAUI, Grid Engine, LSF, HTCondor , SLURM 
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¾ Share experience about the different batch systems  

ü First part of the meeting was a batch system review by sites with a 
concrete experience  

¾ Identify strengths and weaknesses  

ü Base features of a batch system  

ü Multi -core job support  

ü Handling of dynamic WNs  

¾ Review missing bits for EMI MW integration  

ü Job submission and management  

ü Accounting  

ü Monitoring  
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¾ Used by most sites, including T1s 

ü Torque reasonably maintained but we are still running very old 
(unmaintained) versions  

¶ Still used for Moab, the commercial replacement for MAUI 

¶No known showstopper for migration to recent versions but some 

validation/configuration work to be done (e.g. munge ) 

ü MAUI is a requirement and has been unmaintained for years  

¶MAUI is feature rich when Torque has very basic scheduling capabilities  

¶Running unmaintained SW is a potential concern, even though every security 

vulnerability has been fixed by the community  

¾ PIC and NIKHEF reported a successful experience with 

Torque/MAUI at the 3K job slot scale  

ü Not yet convinced of the benefit of moving to something else  

ü No major problem so far with MAUI, take in charge its development 
remains an optioné 
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¾ All the features of major batch systems  

ü Fair share, back filling, multi -core job supporté 

ü Several fair share strategies  

¾ Several big sites (T1s + large T2s) migrated to Grid Engine  

ü UNIVA seems the only alive variant  
¶Commercial variant with very good support: sites happy  

¶Son of GE (open -source) still alive but not used as far as we know  

ü Good feedback: presentations given by KIT and CCIN2P3 
¶No scalability issues at the 15 -20K job slot scale  

ü Well integrated with the MW 
¶CCIN2P3 using its site specific integration  

¾ Multi -core job support without dedicated resources successfully 
experimented at KIT  

ü Using dynamic reservations: 0.5% of CPU usage loss 
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¾ Robust, feature rich, commercial batch system  

¾ Used successfully at CNAF and at several INFN sites  

ü National license for INFN  

ü CNAF: 1400 WNs, 18K job slots, 100K jobs/day  

ü Also used at CERN but no report during the meeting  

¾ Lots of tools developed by CNAF to help with LSF monitoring and 

to integrate it with the dynamic WN infrastructure ( WNoDeS) 

ü Local development to control packing of jobs on nodes  

ü Development in progress for helping with multi -core job placement 
optimization  

¾ No plan to move to something else  

ü But technical feasibility of moving has been assessed recently  
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