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- A CERN
.. OpenStack (1/2) L-!-partment

* OpenStack is a collection of open source projects that n

provides an operating platform for orchestrating clouds
in @ massively scale. QBUeDrJO§}WaAREk

* Founded by Rackspace Hosting and NASA, OpenStack has grown
to be a global software community of developers collaborating on a
standard and massively scalable open source cloud operating

system.

« All of the code for OpenStack is freely available under the Apache
2.0 license. Anyone can run it, build on it, or submit changes back

to the project.
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« Six months release cycles:

— Past releases:
* Grizzly (April 2013)
« Havana (October 2013)

— Current release: Icehouse (April 2014)
— Next release: Juno (October 2014)

* Lot of services:

— Compute (Nova) — Networking (Neutron)

— Image Storage (Glance) — Bare Metal (lronic)

— ldentity (Keystone) — Database Service (Trove)
— Dashboard (Horizon) — Queue Service (Marconi)
— Block Storage (Cinder) — Object Store (Swift)

— Metering (Ceilometer) — ...
— Orchestration (Heat)
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3 pre-production deployments:
— “Guppy” (June 2012)
— “Hamster” (October 2012)
— “Ibex” (March 2013)

* Production deployment:
— July 2013
— Initially based on Grizzly
— Currently on Havana
— 2850 compute nodes today
— Target 15000 by the end of 2015
— EPEL/RDO packages
— SLC6 Operating System
— Deployed via Puppet
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- Available services:
— Compute (Nova)
— Image Storage (Glance)
— ldentity (Keystone)
— Dashboard (Horizon)

— Metering (Ceilometer)

* Future services:

— Networking (Neutron)

— Orchestration (Heat)
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2 types of projects
— Personal
— Shared

2 types of roles
— Owner: user
— Member: user or e-group

Quota:
— Personal: 10 VM, 20 cores, 50GB memory, 10 volumes, 100GB volume space
— Shared: 50 VM, 50 cores, 100GB memory, 10 volumes, 1TB volume space

Life cycle for projects

Affiliation Account Account
Expired Disabled Deleted

Personal Disabled Deleted
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- 2 datacenters:
— ~2400 hypervisors in Geneva
— ~450 hypervisors in Wigner

Geneva, Switzerland Wigner, Hungary

p—

* Number of projects:

— personal: ~690 Zﬂ
— shared: ~150 300
— active (with VMs): ~480 -

Jun Jul Aug Sep Oct Nov Dec Jan Feb Mar Apr
aver:244.78 max:465. 02 min:18.84 curr:465. 00
09-05-2014 15:18:50
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* Number of VMs: ~5800 )
— ~2000 Batch System 6.0 k

5.0 k

— ~700 IT Services 4.0 k

3.0 k

— ~500 Experiments 2.0k

1.0 k

Jun Jul Aug Sep Oct Nov Dec Jan Feb Mar Apr
aver:2.99k max:6.28k min:61.00 curr:5.64k
09-05-2014 15:20:25

* Number of volumes: ~370
* Total volume size: ~100TB

200

100

Jun Jul Aug Sep Oct Nov Dec Jan Feb Mar Apr

aver:182.10 max:379.74 min:41.93 curr:379.74
09-05-2014 15:22:11
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Child Cell
Geneva, Switzerland

compute-nodes

controllers
M

Load Balancer Top Cell - controllers
Geneva, Switzerland Geneva, Switzerland

Child Cell
Wigner, Hungary

controllers
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Top Cell

Controller

Nova API

Nova consoleauth
Nova novncproxy
Nova cells

Glance API
Glance registry

rabbitmq

Cinder API
Cinder volume

Cinder scheduler

‘ Keystone

‘ Horizon

‘ Flume

Child Cell

Controller

Nova conductor
Nova scheduler
Nova network
Nova cells

rabbitmq

Glance API

Flume

Compute node

‘ Nova compute

‘ Flume

L

‘ Cornerstone

" MySQL API Cell |

' MySQL Child Cell n

‘ Ceph I

| HDFS |

‘ Elasticsearch I

‘ Kibana I

‘ Flume
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Top Cell Child Cell

| i Cornerstone
Controller Controller ‘
Nova AP " MySQL API Cell |
Nova consoleauth Nova conductor
Nova novncproxy Nova scheduler :
Nova cells 1| Nova network | MySQL Child Cell "
£ | Novacells
g Glance API %
= Glance registry = Glance API
% Ceph I
- Ceilometer API Ceilometer collector
Ceilometer agent central
Ceilometer collector ‘ I
HDFS
Cinder API .
Cinder volume Flume ‘ Elasticsearch I
Cinder scheduler ‘ Kib I
ibana
[
‘ Keystone \ Flume
‘ Horizon Compute node
‘ Flume
‘ Nova compute ‘ MongoDB

‘ Ceilometer agent compute ’

‘ Flume I
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Top Cell Child Cell
| 1 ‘ Cornerstone
Controller Controller
Nova API 3 =} MySQL API Cell ’
Nova consoleauth | Nevaconductor L —
Nova novncproxy 1 Nova scheduler :
Nova cells \ | Nova network | MySQL Child Cell n
£ | Novacells
Qo
g Glance API g
= Glance registry = ‘ Glance API i
% 7 ‘ Ceph I
- Ceilometer API Ceilor{neter collector
Ceilometer agent central
Ceilometer collector I
HDFS
Cinder API .
Cinder volume ‘ Elasticsearch I
Cinder scheduler / Flume ‘ I
Kibana
3l R
‘ Keystone —_ ‘ Flume
‘ Horizon Compute node
Flume
‘ x ‘ Nova compute ‘ MongoDB
L
{ Ceilometer agent compute ’
‘ Flume I
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Top Cell

Controller

Child Cell

Nova API

Nova consoleauth
Nova novncproxy
Nova cells

Glance API
Glance registry

rabbitmq

Ceilometer API
Ceilometer agent central
Ceilometer collector

Cinder API
Cinder volume

Cinder scheduler

Controller

Nova API

Nova conductor
Nova scheduler
Nova network
Nova cells

rabbm\

‘ Glance API

Ceilometer collector

Keystone

Flume

‘ Keystone

‘ Horizon

‘ Flume

Compute node

‘ Nova compute

w Ceilometer agent compute ’

‘ Flume I
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New Features (1/6)
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* Nova
— Live migration
— |Pv6 enabled
— Update network settings via nova metadata
— Improvement in cell scheduling
— More scalability and stability

« Glance
— Glance on Ceph
— Shared images

— New set of images:
« SLC 5/6 CERN specific
« Windows 8.1 /2012 R2
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 Cinder

— Cinder volumes GA
» Personal projects: 10 volumes and 100GB
» Shared projects: 10 volumes and 1000GB

- Keystone

— Delegate tasks to project managers:
* Reassign ownership
« Add/Remove users
» Allow access to operators

« Ceilometer
— Enabled polling on compute nodes
— Enabled Glance and Cinder notifications
— Specific role for WLCG accounting user
— Data TTL set to 3 months
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* Monitoring
— QA validation using Tempest

CERN
Private — — Flume
Cloud

|

1 _ .
Kibana Elasticsearch
oo
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* Horizon
— Pie charts for volume usage

H Logged in as: stzilli Settings Help Submit a ticket Sign Out
y Overview : : :
= /! Limit Summary
Project ) “ “
Instances VCPUs RAM Available Volumes Available Volume Storage

CURRENT PROJECT Used 13 of 20 Used 46 of 50 Used 92.0 GB of 97.7 GB Used 23 of 40 Used 5.3TB of 5.9TB

Cloud Metering -
Manage Compute Select a period of time to query its usage:
Ovenie From: | 2014-05-01 To: | 2014-05-09 Submit | The date should be in YYYY-mm-dd format.

Instances Active Instances: 13 Active RAM: 92GB This Period's VCPU-Hours: 144 62 This Period's GB-Hours: 10061.94

Volumes Usage Summary & Download CSV Summary

Images & Snapshots Instance Name VCPUs Disk RAM Uptime

— PowerShell RC for Windows

y ACCBSS & Security Logged in as: stzilli Seftings 3 Submit a ticket Sign Out
~ / Keypairs APl Access
API Endp oints & Download OpenStack RCFile | & Ec2c i & PowerShell RC

Project Service Service Endpoint
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— Piwik
 Analytic software
» Usage of the Dashboard
« Statistic plots
— Visits per region
— Visits during last day
— Visits during last month

Visits by Server Time

= Visits
230
”5 IIIIIII|I
Oh 2h 4h 6h 8h 10h 12h 14h 16h 18h 20h 22h
v

15

Visitor Map

2.2k visits

Visits Over Time

0 Visits = Actions per Visit

0
Mon 7 Apr Mon 14 Apr Mon 21 Apr Mon 28 Apr Mon 5 May

v
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* General
— Refactor configuration
— Automatize some common operations
— Better management of hardware issues
— Migration from CVI to OpenStack

* Nova

— Feature parity between cell and “normal” deployments
— Spice console

 Glance

— Introduce API v2
— Integrate Image Builder with Jenkins
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Cinder

— Volumes for Windows

Keystone
— Add support to Kerberos

Ceilometer
— Alerting (for Heat)

Monitoring
— More scenarios for QA
— Improve notifications in case of problems
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» Upgrade to Icehouse
— Maintain the project linked to upstream releases

— Deployment delay:
» Testing
* CERN patches

— Upgrade one component a time

Havana Service Icehouse Service *

v/' v

Havana Release Icehouse Release Juno Release

« X.509 user certificate authentication

« SSO for Horizon
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* Deploy Heat
— Orchestrates deployment of clusters of VMs
— Based on load metrics a cluster can grow or shrink
— Better use of resources

* Deploy Neutron
— Network as a Service
— Not yet ready
— Scalability problems

* Introduce sub-projects
— Quota is assigned to a top-level project
— Project managers can create sub-projects
— Project managers can distribute quota to sub-projects
— Not yet clear how it will be implemented

Agile Infrastructure: an updated overview of laaS at CERN - 24



: CERNIT
Conclusions s
epartment

« Constantly growing

Deployed over two sites

Stable service

No major issues

Several projects going on

Very active community
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QUESTIONS ?

HTTPS://OPENSTACK.CERN.CH

HTTP://CERN.CH/GO/LWNS8 [DOC]

HTTP://CERN.CH/GO/9KTL [BLOG]

Thank you !



