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ESS Overview

* The European Spallation Source
(ESS) will host the most powerful
proton linac currently planned...

— The average beam power will be 5
MW

 Built in Lund, Sweden with first
neutrons in 2019

* End of construction in 2025 with
22 instruments online
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What Will ESS Look Like?

Functions

Viewing Gatery B s § Viewing Gatery
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ICS Programme and Organization

evolution
* Organizational structure
[2010] Team [2013] Division
v ’ ¢ L4

[2011] Group

* Project structure
[2010] Activity
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Top Level Reqguirements

* Provide the following to ESS:

— Control system framework for monitoring
and control of accelerator, target,
instruments and CF

— Timing service for generating events,
synchronization of devices and
time stamping (in the ns range)

— Control system services and applications
to perform commissioning and operations

— Control Boxes and Integration Support to
stakeholders

[~
— Machine Protection and Personnel Safety
systems

— Control Room(s)
« Constraining requirements
— High reliability and availability (>95%)!
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ESS Integrated Control Systems
Division Organization
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ESS Integrated Control Systems
Project Organization

Configuration
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|ICS Architecture

e The three-tier architecture

Operabions, Science, experimetnts,...

Maintenance and Enginesring
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Wikis, tools, ..
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BLED system

Scientific Support

Core Services Servers

Integration, front-end HW, EPICS, ..

Integration, front-end HW, EPICS,..

Target Control Boxes

Linac Control Boxes

Con. Fac. Control Boxes

Integration, front-end HW, EPICS, ..
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Software Core Components
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Operabions, Science, experimetnts,...

Maintenance and Enginesring

Site-wide Access Stations

Web, direct access,...

U

Remote Access Stations

Wikis, tools, ..

Training Stations

IWH

Models, simulations, DAQ

Timing, MPS, PPS...

Scientific Support

-

Archiving, Alarms, Logaing,...
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Integration, front-end HW, EPICS, ..

Integration, front-end HW, EPICS, ..

Integration, front-end HW, EPICS, ..
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Software Core Components

Configuration Data Management

— The collection, storage, and distribution of
configuration, calibration, location ... data

Control System Services

— Alarm handling Archiving, logging, long term
storage, CSS, Logbook, Role Based Access
Control (RBAC) ...

Naming Convention
— SSSS-BBBB:DDDD-IIT:TTTITIIXXX
Scope

— Accelerator, Target, Neutron Instruments, and
Conventional Facilities
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Physics Core Components

Maintenance and Enginesring

Web, direct access,...

Wikis, tools, ..
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/ ‘SIte-wlde Access Stations Remote Access Stations Training Stations
Timing, MPS, PPS... Archiving, Alarms, Logging, ... O
wn
@
1]
=
=8
w
-
m
Qo

Qdentlﬂc Support

Core Services Servers

Integration, front-end HW, EPICS,..

Integration, front-end HW, EPICS, ..

Con. Fac. Control Boxes
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Physics Core Components

* Purpose

— Model the machine and provide users the access to the control
system and models

 Machine Model
— Online models: OpenXAL, ELS, (JELS) ...
— Offline models: TraceWin, MadX ...

 High level applications

— Everything interfacing the users, operators, engineers,
Integrators, physicists, scientists, observers, innocent bystanders

» GUIs, Applications, Scripts, Tools ...
« Scope

— Accelerator, Target, Neutron Instruments, and Conventional
Facilities
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Issues and challenges

Structuring of High-Level apps and Physics core
— Scope of modelling, machine models as services?

— What is (High level) Applications layer?
(Re)usability

Collaborations

— DISCS (Distributed information Services for Control Systems )
— OpenXAL

Getting users on-board

— Agile approach
e Scrums, sprints, backlogs
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Hardware Core Components

Operabions, Science, experimetnts,... Maintenance and Enginesring Web, direct access,... Wikis, tools,...
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ESS Timing System

Characteristics

. * Clock frequency:

v 88 Mhz

—— * Event Granularity:

20 ns

* Jitter: 40 ps

I * Prototype platform:
Y MRF

RF Master Oscillator

Timing
sequences

|| TIC

* Uni-directional system

o
Crate Crate
. Timin, ; Timin )
Client Z Client g Client
) Receiver ) Receiver ;

device device device
| Response Response
| generation generation

A4

Client device

Client device
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Control Boxes

« “Servers controlling a
collection of equipment”
» Also, HW Standardization

Central Services Central Room

Gatway Model Archive Operator’s workstation

Wt
W=t
W=t

( IP over Ethernet

Power Supplies Sector A RF Sector B
Control Box Control Box

Equipment Interface — Control Boxes
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Control Boxes,

the scope and responsibilities
* Fact:

— “ICS provides control R

boxes to ALL the =Ry
stakeholders”!

— ... Well accepted

| / /
— ... But, what really is a f{
control box?

Control Box: CPU board + Timing Receiver + ICS Software

ICS Software: ICS CODAC* distribution and support for items from the "ICS shopping list" as
defined by the list

CPU
Timing rec
Interface A
Interface B

Device 1

Device 2

Device 3

Optional direct timing link

Device 4
Device 5

Ownership, responsibility and costing for Control Box: ICS

Example: uTCA CPU board, Operating system (Scientific Linux 6.0), ICS CODAC 3.0
distribution (EPICS 3.14 including Struck SIS8300 kernel drivers, EPICS device support, CSS
etc.), uTCA Timing Receiver with EPICS device support.
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HW issues and challenges

Interface control
— ICS <-> Stakeholder,
— Control Box <-> Stakeholder System

Enforcing and maintaining responsibility
Support and knowledge transfer

Compliance to “standards”
— HW, SW, tools etc.

HW Platform(s)
— cPCI, uTCA for Physics (MTCA.4)
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Protection Core Components
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Operabions, Science, experimetnts,...

Maintenance and Enginesring

Web, direct access,...

Wikis, tools, ..
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BLED system

Scientific Support

Core Services Servers

Integration, front-end HW, EPICS, ..

Integration, front-end HW, EPICS,..

Target Control Boxes

Linac Control Boxes

Integration, front-end HW, EPICS, ..
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Protection Core Components

Infrastructure ! . .
(Conventional | Accelerator | Target . Instruments
Facilities) ! !
Target
Safety
System
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Machine Protection System
« Scope of MPS

— Protect the machine’s equipment from damage due to

 Beam losses
» Malfunctioning equipment.

« MPS Design Function
— Initiate beam stop upon detection of non-nominal conditions.

« MPS Design Approach
— Follow IEC61508 standard, where applicable.

— Optimize integrated machine performance according to ESS
overall goal of reaching 95% reliability and high beam

availability.
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Integration Support

Operabions, Science, experimetnts,... Maintenance and Enginesring
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Integration Support, motivation

* A standards-based way to meet stakeholder
requirements

» Stakeholders approach ICS with:
— Requirements
— Plans
— Orders
— Money
— Equipment
— ldeas
— Other
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ICS Integration support flow chart

Integration support process

¥

Approval of documents

Stakeholder ICS

Can be: [
*  teststand
protatype

*  proof-of-concept
* final production device

Need for device/system integration

Documents approved?
Y¥ES
Contact ICS representative }—+| Request for basic information ‘
¥ All needed hardware:

writes down: Can be in an email, documents). CoTdBaent2lp phiteds

*  whenitis needed YES
«  what are the basic functional specs
«  when will device be available for

develapment/integration
™*  whois device owner that confirms
requirements and accepts ICS deliverables

[

Shopping list process

Design |4

Further clarification of
requirements needed?

Kick-off meeting:
= o over stakeholder documentation (what is written down)
*  discuss missing pieces

Verification passed
ND
Y¥ES
A Enough basic infarmation? Design review n
‘ Validation against functional specification
YES
Design approved? 03]

‘One-on-one working sessions with stakeholder(s) for in-depth information

. NO-
1CS writes: YES
= Activity definition doeument (aDD)

covering project scope, milestones, |

validation passed and
deliverables accepted?

deliverabiles, support scope....
System requirements

Validation plan {against stakeholder's L
functionaly specifications, basis for Support
acceptance) Testing and verification against requirements

Implementation | YES

Phase




Integration support examples
« DeltaTau GeoBrick motion control . . .

| PMAC:MTR1 Status |
Test motor 1
: i singlemotion.opl 3 Tty
Graphical User Interface \ R
Motor At e Bl
Open oop mode -
r Demand [mm)] Paosition ) Mator homing status _
EPICS database H w0 H s = Ampifir Faut Error © Nomst
o dnn Negatve endimesct | ORM
& [ postoned [l Bvey | Homed [l Com eror Posive end st o x
< Soppedonces.pos.imt | NSHGRAERN
Motor Record StreamDevice E povE| pstorn meol (TN C Stopped on position fmit © Nots.omimt
Q LB __ Seftings | 12T Ampifier faut error ~ Nofaut
Prasng searcnread acve | IEESERAEER
Prasng reerence cror | N NSSEEHOM
Raw motor posiion e

Status (Motor Record)

I_ DIRECTION: Last raw direction; {Grey: Meg., Green: Pos.)
[Z DONE: Motion is complete.

[ PLUS LS: Plus limit switch has been hit.

[ HOMELS: Sate of the home imit switch.

[ Unused.

[ POSITION: Closed-loop position control is enabled.

[ SLIP_STALL: SipiStall detected (eg. fatal folowing error).
[ HOME: I at home position.

[ PRESENT: Encoder s present.

[ PROBLEM: Driver stopped poling, or hardware problem.
[ MOVING: Non-zero velocity present,

[ GAIN_SUPPORT. Motor supports dosed-loop pos. control.
[ coMM_ERR: Contraller communication error.
[ MINUS_LS: Minus imit switch has been hit
‘ [ HOMED: The motor has been homed.

asynDriver

Ethernet {;

PMAC motion controller
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Integration support examples

Beam

diagnostics

Operator screens

10 Expert device GUI

®
o)

®
High-level services

(Archiving, Alarms, Post-mortem,
Logging, ...)

Control Box |

EPICS

EPICS driver (NDS)

Device driver

@ning receiver EPICS & Driver

backplan

() e

r trigger —l

Digitizer

Standard memory Custom memory
3 3} q
interface interface

ED A/D interface |

Custom data processing H

@ Timing receiver

P —

-

@ Analog signal conditioning

Interlock/MPS

©

Sensor

©

EUROPEAN
SPALLATION

~ Vertical Camera Prosilica GX1050

Fluorescent Screen Detector

Status Acquire
Image Counter 161 T T
Image Rate 0 | Vertical ‘ History V JH Expert V {] “ Horizontal | History H | Expert k
Acquisition Image Display J Enable
Acquisition Mode Continuous Profile Source ROI
Acquisition Start Start gsgl:rgar;:‘lonnd‘ &l Disable
Acquisition End Stop
Frame Trigger Fixed Rate Region Of Interest
ROI Start X 300 300
_ Horizontal Camerarosilica GX1050 ROI Start Y 0 0
Status Acquire ROI Size X 600 600
Image Counter 161 ROI Size Y 1024 1024
Image Rate 1.0 Lens Control
Acquisition Current Command Stop
Acquisition Mode Continuous Command Duration
Acquisition Start Start Focus
Acquisition End Stop Zoom
Frame Trigger Fixed Rate Iris

Vertical Cam Profile Horizontal Cam Profile

Gauss Fit Gauss Fit
255 255
Snapshat Amplitude Snapshot Amplitude
144 144
200 200
Mean Mean
624 624
150 J —
Sigma Sigma
191 100 d 191
5o
E T T T T T T T T T T T 1 E T T T T T T T T T T T 1

300 350 400 450 500 550 600 G50 700 750 EOO0 ES0 600 300 350 400 450 500 550 600 550 700 750 E0O ES0 600




Integration support examples
 Beam diagnostics (uTcA.4)

(i1 bom.opl 28
Beam Current Monitor Device
Pulse Characteristies || 7| ||| | |4k || ofn | @)¢]| @)
Signal

Average Current 6,000.00 mA 2000
Charge Per Pulse 18,000.00 uC 65004
Cumulative Charge 5,166,000.00 uC 60007
55004

Average Background 600.00 mA

50004
Acquisition e
E.a000]

Acquisition Control & _ stat ﬂ E 3500
A ERET Autoream Disabled “ 3000]

Processing 25007
2000

Droop Compensation ‘ On Off
1500

Background Subtraction 4 On Off 10001
WA Eitor @ o | or | s AAAAVAAAAAAAAMAAAAAAAN

T T T T T T T T T T T T T T T T T T T T T T T
0 5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90 95 100 105 110 115 120
Last Error Message: ADC Counts

NO_ERROR Plot Decimation Factor 1
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Integration support examples

® I E I 7 LLRF l»] LLRF Control Box
Fast Inhibil L
rowbar
I Pulse enable:
________ I py—" [ [, -
e | = | [ m
Lo i -+ J > Madulator Control
= > Fast Iriterlock ; Slow Interlock » : * Modulater indal e
- ol < ?
» ‘_‘ ! IYYYIEEY YY) r IE NI Y ) i
—{ RF Cell Control Bow | R B A A T R B B T3 W =
£ ; L Cryomodule . Cryamodule
r St (7t A e | L% E Contraller Control Bax
At By b -
55 T E
' Friy )| 8¢
& 283 ¥ -}
w BE =3 ] 2
3 8 G -
el ystran Are M= ~5
- AN ot Temperatires
1? 1 3 L Klystron vacuum gauge:
H] . %3 g Yy |
§ g g $ 383 | Vacuum Water
— Ion Puen) Couli
' | TEg8 g g L load < [ ps} ne
% £E3E8 | O " A
p— - g t L
— 3 3 g g- L S —
Cosling Cantroller E5F S Amplifier [ Contral Grid N
] 3 Controller | Supply ; Ltk
F
T | T K HIK Waveguides ;
= i L *
z | _§ 2 ! h 4 7 ¥
£ § s Rlss < Anode | | Magnet
2 ¥ s @ @ k-] High RF »  Supply Power
g E E L o » igh power
;EE; 3532 distribution controller (% r
g £ 3
S EREREENE
&
cfaiPeV¥e oz
2 & 5 E p| Cathode
£ 53N Heater
¥ l ¢
Pawer Meters

Power Coupler —BLAS
Bias Controller

|
i

F 3

Marka Mehle, Cosylab

Figure 1: RF Cell Control & Protection systems
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Integration support examples
Scientific Projects Division (Neutron Instruments)

b5l Sensors Slample Choppers Detectors Color defs
control environment
: /j‘ l Neutron
= Technology
N e e T TTTTTTTTTTTTS $ Division
VvV
Data bulk
1 interface ‘W
] ? Control
System Div.
Central Diagnostic
Acsf?g?r::m PSS local services Control box EPICS user
9 (cool & vac) interface —_—
1 u DMSC
Data storage Timing
PSS global e system CCDM
| 3 Jz y
Data buffer Instrument Data Data
control processmg aggregator
epo(r)iSn:ent Data storage SCLeSrétI!fIC Expert user Online
analysis CPH e e interfaces analysis Ul




Integration issues and challenges

 Establishing and driving the process

« Communication and transparency

— Who is responsible for what, who does what, at what
meeting we discuss what?

« Costing
* Bringing the users on-board

* Leveraging solutions developed for one system
to others
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Facts

[2015] Major

test stands

online, major [2017] MUSt be

integration . I
(2013] Today e up and running!

[2014] [2016]
Intensive Should be up
start of and running
development
and

prototyping

T SR

Sl s SR
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Conclusions

* Building Integrated Controls at ESS will be
challenging
« Adopting a standards based strategy for core

hardware, software and integration support is
critical to completing the project on schedule
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