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3 major sightseeing spots: 
松島 :Matsushima  
天橋立 :Amanohashidate
宮島 :Miyajima

3 major sake breweries: 
灘 :Nada
伏見 :Fushimi
西条 :Saijo

found in 1931
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The ALICE LCG site “JP-HIROSHIMA-WLCG” with grid 
middleware EMI-2 on SL6.4...  as stable as possible.
GRID service; APEL, sBDII, CREAM-CE, XROOTD, 

DPM-SE, VOBOX…  as compact as possible. 
WN resources; 1164 Xeon-cores in total

Xeon5355(4cores@2.6GHz) x 2cpu x 32boxes & 
Xeon5365(4cores@3.0GHz) x 2cpu x 20blades &            
Xeon5570(4cores@2.9GHz) x 2cpu x 26blades & 
Xeon5670(6cores@2.9GHz) x 2cpu x 3blades &   
Xeon5660(6cores@2.8GHz) x 2cpu x 42blades 
Storage cap; 408TB disks on 6 servers and no MS
Around 2/3 resource deployed in the ALICE GRID
The rest in a local cluster
Network B/W: 1Gbps on 40Gbps-SINET4 in Japan
WLCG support by ASGC in Taiwan
Responsible by Prof. Toru Sugitate
Operated by TS and 中宮義英, and remote technical 

supports by a part-time SE of 創夢(株)in Tokyo 

ALICE Tier-2 at Hiroshima
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Hiroshima
DC DMZ

FW
TRUSTED

Disk servers

WN
10Gbps

L3

40Gbps

Nexus 5596/2248x2

grid02: sBDII/APEL

grid04: Xrootd/DPM-SE

grid01: VOBOX/CVMFS

grid06: CREAM-CE

GRID

Xeon X5660 @2.8G Xeon X5355 @2.7G 

Equal Logic PS6510E
2T SATA x 48 w/RAID6

Xeon L5420@2.5G

Xeon X5570 @2.9G

Xeon X5660 @2.8G Xeon X5660 @2.8G

Xeon X5460@3.2G JCS RVAX-4U
1TB SATA x 144 w/RAID6
3TB SATA x  24 w/RAID6

Xeon X5660 @2.8G

Fortigate 200B

1Gbps 

ALICE-T2
• 864 Xeon cores

w/ 2GB/core
• 216 TB storage

w/ Raid6

ALICE-T3 / Local cluster
• 300 Xeon cores

w/ 1GB/core
• 192 TB storage

w/ Raid6

grid03/05: Squid

Configuration since Feb. 2012

10Gbps

 Secure/Robust subnets
 10Gbps Internal connection (part.)
 Space/Energy saving

Xeon X5660 @2.8GCataly 3560E 
KEK 
HS-L3-01

HiNET
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In operation since 2009

2012
Feb major replacement of equipment (every 60 mon.) and 

resume the services under a new network configuration
Jun deploy 42 WN’s (252 Xenon cores) on SLC 5.7
Nov migrate to EMI-1 from gLite3.2

2013
Feb deploy a new disk server (nfs08: 72TB)
Apr migrate to EMI-2 on SL 6.4 from SLC 5.7 

update to Xrootd 3.2.6 
May update to EMI-2 Update 12
Aug install CVMFS 2.1.15 and update VOBOX 

2014 and beyond
soon 

migrate to EMI-3 from EMI-2
later

network upgrade to 10Gbps
move to LHCONE
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 864 Xeon-cores in CRAEM-CE.
 Stably accepting over 800 jobs and process 

around 5000 jobs a day, 
 corresponding to about 2% contribution to 

the entire ALICE jobs. EMI-2
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 All traffic filtered with a FW/FortiGate200B. 
 In-/Out-bound traffic rates at 0.2-0.5 Gbps. 
 Xrootd storage of 177 TB in 4 disk servers.
 A large amount of traffic between WN’s and 

global IP servers routed in the L3 SW.
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Present: SINET-4
 Hiroshima DC: 40Gbps Core node
 Hiroshima T2 to DC: 1Gbps-MPLS
 International connection via SINET
Plans
2015: Campus LAN upgrade
2016: SINET-4 >> SINET-X
 Hiroshima T2 to DC: 10Gbps
 Approach to LHCONE

Important to develop routing inside Asian communities! 

core node/DC
40-10Gbps
edge node/DC
40-2.4Gbps



Toru Sugitate / Hiroshima Univ. / ALICE T1/T2 Workshop / Mar. 6, 2014

page 13Summary
Hiroshima Tier-2 /3

 Accepts over 800 jobs stably, and process around 5000 jobs a day, 
 corresponding to about 2% contribution to the entire ALICE jobs.
 Supporting local/non-local users at local CPU Cluster / “Tier-3”.  
 Trace network and tune up speed to increase productivity, but…
 Declare a 10Gbps connection to the DC in SINET-X. 

LCG operation
 CVMFS done; “27th site out of 52.” by Predrag.
 Thanks strong supports by LCG/EGI/EMI/GGUS folks. 

 SLC4  >>  SLC5  >>  SL6
 gLite 3.1  >>  gLite 3.2  >>  EMI-1  >>  EMI-2  
 >> EMI-3 coming soon

For Asian community
 Asian ALICE  Analysis Facility (A3F) to strengthen 

physics productivity through the Asian community. 
 Need ESD/AOD in Asia – thanks to KISTI-T1! ^^)
 Develop routing inside Asian countries.   
 Strengthen human network in the communities. 

CHEP2015 and QM2016 will be held in Japan.
Please join us. 

2012.12.18-19 Prof.OH visits @Hiroshima

2010.01.21-23 1st Asian Workshop @Hiroshima


