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Roles of theTierRoles of theTier--2 Centres2 Centres
Monte Carlo production centres; data uploaded to Tier1s

well tested for a long timewell tested for a long time

User analysis, mostly from AODs, although physicists
will also get access to ESDs and RAW data at the Tier2s

chaotic analysis less well tested

Exception for LHCb where T2s only do Monte Carlo

ATLAS uses the cloud model and CMS has T2s associated
to T1s.  However for ALICE, the T2s access all T1s 
equally
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TierTier--2 Sites & Capacities2 Sites & Capacities
A little difficult to determine exact resources installed in the Tier2s;

must be improved

(Ian Bird, March LCG OB)

But is provided < pledged because of availability or lack of use?
need better reporting
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TierTier--2 Sites & Capacities2 Sites & Capacities
At the time of the March OB, Ian had “114 identified
Tier 2 sites” but not all sites were reportingTier-2 sites , but not all sites were reporting.

I get 136 sites from the MoU

Pledges for 2008 add up to over 46 MSI2k of CPU
and just under 12 5 PB of disk across all Tier-2sand just under 12.5 PB of disk across all Tier-2s

But how much is actually installed?
e.g. US-CMS: 7 sites pledged 0.9 MSI2k and 200 TB each

4 sites already there, 2 OK for either CPU or disk
All i l b h d f hAll sites complete by the end of the summer

Probably not as good everywhere
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USUS--ATLAS TierATLAS Tier--2 CPU Capacities2 CPU Capacities

Deployed CPU as of Phase V vs WLCG Pledge
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USUS--ATLAS TierATLAS Tier--2 Disk Capacities2 Disk Capacities

Deployed storage as of Phase V vs WLCG Pledge
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≥ 100 TB being added to each site soon
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Status of TierStatus of Tier--2 Pledges2 Pledges
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TierTier--2 Performance Summary2 Performance Summary

Overall, the Tier-2s are contributing much more now

Significant fractions of the Monte Carlo simulations
are being done in the T2s for all experimentsare being done in the T2s for all experiments

Reliability is better, but still needs to improve

CCRC’08 exercise is generally considered a success
for the Tier2sfor the Tier2s
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LHCb Monte Carlo ProductionLHCb Monte Carlo Production

39 sites participating, most of them Tier2s
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ALICE Monte Carlo ProductionALICE Monte Carlo Production

M.C. Vetterli – LHCC Review, CERN; July 1, 2008 – #12
Simon Fraser



ATLAS Monte Carlo ProductionATLAS Monte Carlo Production
≈ 55% of production from Tier-2s
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TierTier--2 Reliability2 Reliability
A lot of green (>90%),

but still too much 
yellow (60-90%),

and too many sites N/A
( tl OSG d NDG)(mostly OSG and NDG)
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TierTier--2 Monitoring in the UK2 Monitoring in the UK
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TierTier--2 Centres in CCRC’08 2 Centres in CCRC’08 -- GeneralGeneral
Overall, the Tier-2s and the experiments considered
the CCRC’08 exercise to be a successthe CCRC 08 exercise to be a success

The networking/data transfers were tested extensively;
some FTS tuning was needed, but it worked out

Experiments tended to continue other activities inExperiments tended to continue other activities in
parallel which is a good test of the system,
although the load was not as high as anticipatedalthough the load was not as high as anticipated

While CMS did include significant user analysis
activities, the chaotic use of the Grid by a large
number of inexperienced people is still to be tested
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TierTier--2 Centres in CCRC’08 2 Centres in CCRC’08 –– LHCb/ALICELHCb/ALICE

LHCb concentrated on the T0 & T1 layers; Tier-2s
i l f M t C l d ti f LHCbare mainly for Monte Carlo production for LHCb

ALICE upgraded its Grid services and concentrated pg
more on the T0, T1, and CAF layers

However, they did replicate ESDs to the Tier-2 centres
that have large detector communities, since these willg
be the most active with first data

Tier-2 layer will be exercised more extensively this summer
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TierTier--2 Centres in CCRC’08 2 Centres in CCRC’08 -- ATLASATLAS

ATLAS concentrated more on data distribution than
l i t tuser analysis tests

However, the full chain was exercised: T0-T1, T1-T1, T1-T2f

In fact, transfers were at a higher rate than needed for ’08

Some problems with “double registration”; files replicated
correctly, but then it is done again for some reason

T1->T2: a complete copy of the AODs at T1 should be replicated
at among the T2s within 6 hours from the end of the exerciseat among the T2s, within 6 hours from the end of the exercise

every cloud met this goal!
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TierTier--2 Centres in CCRC’08 2 Centres in CCRC’08 -- ATLASATLAS

SIGNET: ATLAS DDM configuration issue (LFC vs RLS)SIGNET: ATLAS DDM configuration issue (LFC vs RLS)
CSTCDIE: joined very late. PrototypeCSTCDIE: joined very late. PrototypeCSTCDIE: joined very late. PrototypeCSTCDIE: joined very late. Prototype
“suspect”: double registration problem“suspect”: double registration problem
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TierTier--2 Centres in CCRC’08 2 Centres in CCRC’08 -- CMSCMS

Thoroughly tested data transfers both within a T1’sThoroughly tested data transfers, both within a T1 s
region and to T2s in other regions

Establishing criteria to “commission” a link

Did extensive testing of user analysis at the Tier 2sDid extensive testing of user analysis at the Tier-2s

Central and local control of job submission
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TierTier--2 Centres in CCRC’08 2 Centres in CCRC’08 -- CMSCMS
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TierTier--2 Centres in CCRC’08 2 Centres in CCRC’08 -- CMSCMS

Tier-1 Tier-2 peak transfer rates
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TierTier--2 Centres in CCRC’08 2 Centres in CCRC’08 -- CMSCMS

“controlled” (central)
submission

efficiency
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TierTier--2 Centres in CCRC’08 2 Centres in CCRC’08 -- CMSCMS

Chaotic analysis mode
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TierTier--2 Centres in CCRC’08 2 Centres in CCRC’08 -- CMSCMS
Number of jobs per day
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TierTier--2 Issues/Concerns2 Issues/Concerns
Communications: Uneven across WLCG.  Seems to be good

in North America and generally OK within a given country.g y g y
However, improvements needed for Tier-2s associated with
Tier-1s that are not in the same country.

k h h lwork to improve this over the summer: regional Tier-2
coordinators, experiment Tier-2 coordinators, integrate
Tier 2s into the GDB as much as practical improve wikiTier-2s into the GDB as much as practical, improve wiki,…

Upcoming onslaught of users: Some user analysis tests
have been done (CMS), but still not on the scale we can expect
when data come.  Furthermore, new users will be inexperienced.

User Support:  Ticketing system exists but it is not really
used for user support issues.  This affects Tier-2s especially.
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TierTier--2 Issues/Concerns2 Issues/Concerns
Better monitoring: Pledges  vs actual vs used.

set up same system as for Tier-1s.  However, this is morep y f ,
difficult: >125 sites vs 11 Tier-1s.  Tier-2 coordinators
should help with this.

Hardware acquisitions: Advice on what is best to buy,
especially for smaller Tier2s that have less experience.p y f p

move to SpecInt-2006 ASAP.  SI2k is no longer useful;
not applicable to new hardware (e.g. large caches).

Federated Tier-2s:  What are the best tools to use to federate
sites in to one Tier-2? Priorities, accounting, etc.sites in to one Tier 2?  Priorities, accounting, etc.
How does one account for federated Tier-2 reliability; straight
average is often misleading.
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TierTier--2 Issues/Concerns2 Issues/Concerns

Interoperability of EGEE, OSG, and NDGF should be improved

Tier-2 capacity: Do we need more resources given the larger
size of some of the data sets?size of some of the data sets?

Software distribution: Could be smoother. Set up Tier-2 
f ll d ?software installation coordinators?
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SummarySummary
The role of the Tier-2 centres has increased markedly in the last year

>50% of Monte Carlo simulation is done in the T2s now.f

The CCRC’08 exercise is considered a success by the Tier2s and
by the experimentsby the experiments.

Availability and reliability are up, but still need improvement.

Resource acquisition vs pledges is better but still needs work

Issues for Tier2s: - communication should be improvedf p
- work should ramp up on chaotic user analysis
- reporting actual resources should be established

d d d- improved user support is needed
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