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Agile Infrastructure Overview 

 Foreman: Bootstraps virtual machine 

 Puppet: subsequent configuration of 

machine 

 Facter: machine-specific data store 

 Hiera: “site-wide” configuration parameters 

 (Much) more info 
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https://twiki.cern.ch/twiki/bin/viewauth/AgileInfrastructure/PuppetizeInstancesOnOpenstack


Puppet in a nutshell 

 Configuration management tool 

 Declarative: Define what is to be 

configured, not how it is to be configured, 

e.g: 

 yum install <package>  

 “ensure <package> is installed” 

 Configuration declared in modules 

(directory) containing manifest files (Ruby) 
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Puppet in a nutshell: Facter  

 A node information store  

 Populated by (extensible) fact plugins 

 Facts available to Puppet manifests, e.g. 

$::hostname 
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Puppet in a nutshell: Execution Flow 
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Real-world examples: Web-server class 

 Build a machine (another talk), assign a 

“Host Group” 

 

Hence dashboard::web_server.pp 
class will be used (as will 

dashboard::init.pp) 
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https://indico.cern.ch/contributionDisplay.py?contribId=47&sessionId=1&confId=220443


Real-world examples: Web-server class 

 Build a machine (another talk), assign a 

“Host Group” 

 Configure necessary parameters 

 

 

Available in Puppet manifests as 
$::dashboard_web_secure 
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https://indico.cern.ch/contributionDisplay.py?contribId=47&sessionId=1&confId=220443


Real-world examples: Web-server class 

 Build a machine (another talk), assign a 

“Host Group” 

 Configure necessary parameters 

 Write a module… 
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https://indico.cern.ch/contributionDisplay.py?contribId=47&sessionId=1&confId=220443


Real-world examples: Web-server class 

 Build a machine (another talk), assign a 

“Host Group” 

 Configure necessary parameters 

 Write a module… 

 

 

manifests/init.pp 
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https://indico.cern.ch/contributionDisplay.py?contribId=47&sessionId=1&confId=220443


Real-world examples: Web-server class 
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Resource dependencies 

 

Resource chains 

 



Puppet in a nutshell (revisited): Hiera 

 Hierarchical Key:Value store for Puppet 

 Keeps machine-specific data out of 

manifests 

 Acts like a site-wide configuration file 

 Can be encrypted for sensitive data 

 Can also override some default settings: 
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Using Hiera parameters 

 

 

manifests/database.pp 
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Using Hiera parameters 

 

 

manifests/dao_writer.pp 
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Using Hiera parameters 

 

 
Hiera data 

 

Dao.erb 

 

[output] 
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Configuring Nagios with Puppet: Work in 

Progress 

 Inputs: 

 VO-Feeds 

 POEM (nagios  

metric profiles)  

 Static files 
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Configuring Nagios with Puppet: Work in 

Progress 

 Puppet will detect if input sources have 
changed, if so: 

 Trigger Ruby script to generate Nagios 
configuration 

 Significant reduction in code  

 ~320 lines so far versus 10000+ for NCG.pl 
etc. 

 (From memory): significant speed-up 

 ~10 sec for all WLCG nodes (per VO). 
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Finally, finally… 

 AI approach is intuitive: 

 High level of abstraction, resulting in… 

 Machine configuration more akin to software 

development, rather than system-

administration 

 We’ve only just scratched surface of 

Puppet 

 Explore what it can do for Nagios… 
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Reserves 
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Configuring Nagios with Puppet: Work in 

Progress 
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Finally: Not just for deployed services 

 We use Puppet for internal productivity, 

e.g. development environments: 
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