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The simulation history in ATLAS (until recently)
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‣ Unfortunately these all have “grown” indepdently

- different configuration, steering 
- different output format
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Geant4 / Fluka,Flugg / Geant3 

Frozen Showers

AF2 (Atlfast2) / AF2F (Atlfast2F )

Atlfast

used in analysis

used extensively for the TDR (late 1990’s)

‣ Unfortunately these all have “grown” indepdently

- different configuration, steering 
- different output format



Potential speed-ups: simulation

full

library

alternative/fast

parametric

1

< 1/1000

‣ Fast simulation sets the simulation into the ~ Hz level regime


‣ Has many more consequences (see later)

focus of  
this talk
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A few comments on Geant4

�5

‣ Also Geant4 can be/should be speed-optimised 


!

‣ Atlas imported its Runge-Kutta-Nystroem propagator into 
Geant4 

- is significantly faster  
- showed a higher accuracy in long extrapolation tests 
!

‣ Complete rework of Magnetic field access in ATLAS

- including cell caching to optimise memory lookup: 

reduced cache misses dramatically  
- field access from above 10-15 % down to 2 % 
!

‣ Very careful cut setting to avoid following low momentum particles
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How to speed up simulation (1)

approximate modelsπ ≈ 3

≈ approximate geometry

optimise transport and navigation

≈ parameterisations

C Vctrl take shortcuts

use new technologies
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How to speed up simulation (2)
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CPU time spent in ATLAS Calorimeter

7 October 2011 John Chapman, University of Cambridge 6/29

Simulation Performance: CPU breakdown

Overview
Simulation Performance

Techniques For Improving Simulation Performance
Pile-Up Simulation In ATLAS

CPU
Vmem

Minimum bias Simulation (with Frozen Showers)
Total CPU per event = 71.7 s

tt Simulation (with Frozen Showers)
Total CPU per event = 346.1 s

The LAr EM Cal contribution dominates... and this itself is dominated 
by time spent simulating the End Caps. (For Frozen Showers see later.)

i686-slc5-gcc43-opt i686-slc5-gcc43-opt

Plots by Z Marshall

Oct 2011
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Replacing the slowest module - AF2

�9

Geant4
Inner Detector

Calorimeter
FastCaloSim

Muon Spectrometer
Geant4

‣ Replacement of calorimeter simulation 
with parameterised FastCaloSim


!

‣ Relative CPU speed improvement 
w.r.t full Geant4 simulation: 
     ~ 20 
!

‣ Drawbacks: 
- simplifications in shower shapes 

(less fluctuations) 
- per se no hadronic leakage  

into Muon Spectrometer  
(can be and is parameterised in ATLAS) 

 



AF2 - FastCaloSim

�10

M. Duehrssen 11

Concept of FastCaloSim
FastCaloSim

● Simple reconstruction 
geometry with only 
~185000 cells

● Energy and shape 
parametrization only 
for photons and 
charged pions. 
Parametrization 
derived from ~30M 
fully simulated single 
particle events

● Deposition of the 
particle energy in 
each calorimeter 
layer in one step.

Full simulation

● Detector as built with 
all complications

● All physics processes 
for all primary and 
secondary particles.

● Tracking of shower 
development through 
the calorimeter in fine 
steps

d
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ta

il
e
d
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AF2 - Jets

M. Duehrssen 21

● Agreement for inclusive jet quantities within a few % of full 
simulation out of the box

● Improved by now by
● using dedicated jet calibrations for Atlfast-II
● having pileup which “smears” full and fast simulation in the 

same way – removes many small differences!

Jets
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AF2 - MET

M. Duehrssen 22

● Good agreement for the bulk of the distributions, but 
differences appear in the tails

● Improved by now by
● using dedicated jet calibrations for Atlfast-II

→ removes most tails
● Pileup actually dominates MET in 2012

→ including pileup causes MET to be in very good agreement

MET
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AF2 - Accuracy & Tuning
‣ Let’s face it

- all of these approximations/shortcuts will almost necessarily cause a loss of 

accuracy 
- usually this would lead to a worse data/MC compatibility 
- some of them, however, will also open possibilities, e.g. tuning of 

parameterisations 
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Electron shower shapes from Z�ee events for electrons with ET=40�50 GeV. The data
points are plotted with error bars, representing the total statistical and systematic
uncertainties. The MC predictions (G4.9.2 and G4.9.4, new geo.) and the fast simulation
(AFII), all normalised to the number of data entries, are shown as a blue histogram, filled
yellow histogram, and a dashed red histogram, respectively.

Layer�2�EM�calorimeter�variables:�R�(left)�and�w�2 (right)

For�approval 2
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The next step - AF2F/G

�14

Fatras
Inner Detector

Calorimeter
FastCaloSim

Muon Spectrometer
Fatras/Geant4

‣ Replacement of calorimeter simulation 
with parameterised FastCaloSim


‣ Replacement of Track simulation  
with Fast Track Simulation (Fatras) 

!

‣ Relative CPU speed improvement 
w.r.t full Geant4 simulation: 
     > 100 
!

‣ Drawbacks: 
- simplifications of material integration  

(less tail effects in resolutions) 
- usually slightly higher simulation  

thresholds 
(affects hand-over to FastCaloSim)



Fatras - Tracking Geometry with navigation
ATLAS TrackingGeometry 

- Inner Detector & Calorimeter: simplification to layers and cylindrical volumes 
                                                  keeping the exact description of sensitive elements 
!
!
!
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navigation through the geometry is only done 
using the layers and volume boundaries, 
modules are found by intersection with layer 
!
material is mapped onto layers using 
Geant4 description and geantinos
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Fatras - Tracking Geometry with navigation
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sensitive 
modules are 
identical

!
- Example Inner Detector:  
  O(100) layers and detector boundaries 
!
!
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We’re not the only smart ones: CMS
2.6. Fast simulation 57

Figure 2.9: A radiography of a quarter of the simulated tracker geometry in the (a) fast and
(b) full simulation. The higher level of details in the full simulation is clearly visible.

electrons traversing this layer. The distribution of this number is shown for 35 GeV/c elec-
trons as a function of their pseudorapidity ⌘ in Figure 2.10, for the complete tracker as well
as for some of its subsets (pixel detector, inner and outer tracker). The same level of agree-
ment between the fast and full simulations is obtained for each single layer. After tuning, the
total number of radiation lengths traversed in the tracker reaches 1.42X0 at a pseudorapidity
⌘ = 1.65, in agreement with the full geometry. This agreement demonstrates in addition
that the Bremsstrahlung model implemented in FAMOS reproduces that of the full GEANT
simulation.

While being propagated in the magnetic field through the tracker layers, charged particles
experience multiple scattering and energy loss by ionization. The intersections between the
modified trajectories and each tracker layer define the position of “simulated hits”. Each sim-
ulated hit is turned with a certain efficiency to a “reconstructed hit”, the position of which
is obtained from a Gaussian smearing of the simulated hit position. In the Silicon tracker,
the Gaussian resolution in each of the 2 directions (longitudinal and transverse to the beam
direction), obtained from a fit of the residuals with respect to the reconstructed charged par-
ticle tracks in the full simulation, is essentially a constant for each layer. In the pixel detector,
the Gaussian resolution in each of the 2 directions is parameterized according to the pixel
cluster size (itself generated according to its fully simulated ⌘-dependent distribution) and
on the incident angle of the particles with respect to the layer. This detailed procedure was
developed in view of reproducing the b-tagging performance with the requested level of
accuracy. The accuracy of the parameterization is illustrated in Figure 2.11, in which the
distributions of the reconstructed transverse impact parameter and the corresponding un-
certainty for 10 GeV/c single muons generated with a uniform ⌘ distribution, are displayed
for fast and full simulations.

To save execution time, no pattern recognition is performed to reconstruct charged particle
tracks. The reconstructed hits belonging to a given simulated charged particle are, instead,
fit to form a reconstructed track, with the same fitting algorithms as in the complete recon-

CMS

�17



Fatras - simplified material effects 
Parameterisation of material interactions
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Fatras - simplified material effects 
 (e) nuclear interactions (parametric model implemented)
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Geant4

phase space restrictions

‣ Currently testing a Geant4 based hadronic interaction processor
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Fatras - performance 

(a) d0 w.r.t. the primary vertex (b) z0 w.r.t. the primary vertex

Figure 6: Comparison of the track impact parameters d0 (a) and z0 (b) w.r.t. the primary vertex
in 900 GeV collision data (black points) and MC simulated with FATRAS (shaded histogram).

alternative geometries. It has already been successfully used for studying di�erent concepts of
a potential replacement of the ATLAS inner detector.
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(a) Schematic display of the pixel cluster creation
in FATRAS

(b) Mean size of pixel clusters versus the � of the
associated track

Figure 4: (a) In FATRAS, pixel clusters are created by calculating the relative path length of
a track to a pixel volume and counting all pixels as hits where this quantity passes a tunable
threshold. (b) Comparison of the mean cluster size in the ATLAS pixel detector in 900 GeV
collision data (black points) and MC simulated with FATRAS (shaded histogram).

(a) Number of pixels hits versus � (b) Number of pixels hits versus ⇥

Figure 5: Comparison of the geometric distribution of pixel detector hits in � (a) and ⇥ (b)
in 900 GeV collision data (black points) and MC simulated with FATRAS (shaded histogram).
The distribution is shaped by the existence of inactive pixel modules that are taken into account
by FATRAS.

the tails of the distributions.

7. Summary
Since the development of FATRAS was started, it has proven to be a useful tool, not only for
debugging the track reconstruction algorithms and the simplified reconstruction geometry of
the ATLAS detector, but also as a fast simulation engine. Comparisons with real collision data
show that the description of the physics processes and the material distribution are modeled in
a realistic way. The speed increase with respect to a detailed detector simulation which also
uses a much more complex description of the detector is significant. This implies that FATRAS
is a perfect tool for investigating questions that are related to tracking and also for simulating

FATRAS in comparison to data

- ID reconstruction, tracks with pT > 500 MeV 
!
- using exact same sensitive detector  
  elements: 
  conditions data being fully integrated 
   
!
!
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Breaking the pyramid - ISF

‣ Integrated simulation framework (ISF) aims to combine the different 
simulation approaches in ATLAS into one framework


- output format is always the same independent of simulation chosen

- configuration is done at one central place and standardized

- fast and full simulation setup can be mixed and used alongside 

ISF
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ISF - Routing & centralised services
‣ One aim of the ISF was to bring all simulation flavours into one framework


- central services handle common tasks

images/atlas logo

ISF Core Design
Main Components

SimKernel: responsible for sending particles to simulators

Athena Algorithm with the main particle loop

ParticleBroker: stores particles and determines which simulator should be
used for each particle

uses RoutingChain to determine appropriate simulator
separate RoutingChains for each sub-detector

Elmar Ritsch (ATLAS Collaboration) The Integrated Simulation Framework October 3, 2012 6 / 18
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ISF - Commonalities
‣ All simulators within the ISF share common services


- write common simulation output (ISF_Fatras rewritten for this purpose)

- use same EVGEN feeding

- use same Truth service & Barcode handling

!

‣ Simulators are defined for sub-detectors

- particle routing organised/handled by ISF and handed over to simulators


!
‣ Multiple simulators can be defined for each sub-detector and routing  

rules allow to chose the simulation strategy

- non-trivial question: simulation needs to be reproducible and deterministic at 

each time 

!

‣ ISF allows side-by-side simulation with different setups: flavour mixing 
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ISF - Flavour mixing
Integrated Simulation Framework (ISF)

ISF Vision
Combine di↵erent simulators in one framework

Flexible rules for particle!simulator assignments

Elmar Ritsch (Univ. Innsbruck, CERN) ISF and Fast ID Simulation October 31, 2013 3 / 23
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Fatras
Inner Detector

Calorimeter
FastCaloSim

Muon Spectrometer
Fatras/Geant4

ISF - Flavour mixing example
‣ Most elaborated test example in ATLAS


- ISF H -> gamma gamma setup for background 
shape simulation


- default simulation: AF2F/G 
!
+ everything in a cone around the photons 
   simulate with:

	 Geant4 


 


‣ Relative CPU speed improvement 
w.r.t full Geant4 simulation: 
     ~ 100

!
! Geant4 (cone)
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Accuracy

full

library

alternative/fast

parametric

HIERARCHY ACCURACY

high

low

CPU CONSUMPTION

?
‣ What accuracy is actually needed ?


‣ Is it the same for every analyses/aspect ?
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An ATLAS-centric world with (very) fast simulation
‣ A factor of 100 in simulation puts digitisation/reconstruction  

under extreme pressure

M. Duehrssen Fast simulation and reconstruction brainstorming    4

Atlfast-II CPU situation in MC11a

MC11a AFII CPU time

G4 ID

HIT->RDO

RDO->ESD

ESD->AOD

Estimated from J5 dijet events running on the same grid site for all 
4 job components
Gain: ~8 on the total CPU time compared to current full 
G4+digi+reco. 

M. Duehrssen Fast simulation and reconstruction brainstorming    3

Estimate CPU situation full G4 in MC11a

Estimated from J5 dijet events running on the same grid site. G4 
clearly dominat

Estimate MC11a G4 full CPU time

G4 full

HIT->RDO

RDO->ESD

ESD->AOD

M. Duehrssen Fast simulation and reconstruction brainstorming    5

Estimate: Atlfast-IIF CPU situation

Replacing the G4 Inner Detector simulation with Fatras.
Gain: ~2 on the total CPU time compared to current AFII. 
For technical reasons this is not possible today (will be with the ISF).

Estimate AFII-F CPU time

FastSim

HIT->RDO

RDO->ESD

ESD->AOD

(only estimate)
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A fast Monte Carlo chain
‣ Of course, we need to factor pile-up into this picture

Event 
Generation

Detector 
Simulation

Digitization Reconstruction Analysis
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A fast Monte Carlo chain
‣ Of course, we need to factor pile-up into this picture

Event 
Generation

Detector 
Simulation

Digitization Reconstruction Analysis

µ

time

µ

time

‣ ATLAS is working on fast 
digitisation & fast 
reconstruction


‣ This has to be handled 
with a lot of care !
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Fast MC: truth tracking

�30

‣ Truth tracking represents the optimal pattern recognition in presence 
of detector material


- this is an ideal tool for detector 
   design

HIT Container <     >

RDO Container <     >

(fast) digitization

Pseudo Tracking

<         ,                    >

<         ,                     >

TrackCollection <     >

 inefficiencies, 
manipulations 

refit
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Fast MC: truth tracking performance (1)

�31

‣ To make it work for physics, we need to shape the truth tracks a bit

- a set of manipulators are in place to do so

5.1 track resolution and efficiency comparison 25
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Figure 13: Transverse impact parameter distribution with respect to the pri-
mary vertex comparing NT with TT for fully simulated minimum
bias events.

The number of hits per track is an important measure of the track
quality. Origin and direction determine the number of active detector
layers a particle can potentially cross. Therefore the average number
of hits as a function of ⌘ is an important property which is shown
in Figure 15. These distributions are sensitive to the number of inac-
tive modules and the detector material, both of which are commonly
dealt with in the simulation and digitization. Therefore an overall
good agreement for the TT is expected and a discrepancy of less than
1% for the Pixel and 4% for the TRT detector is observed. The SCT
results show a 4% offset from NT, which is in fact introduced on pur-
pose. As the TT is tuned to work within PU this offset is needed to
maintain an overall good agreement for different µ values, in which
zero PU is not the optimal working point. In the future, a potential PU-
dependent correction to mimic the pattern recognition or assignment
inefficiencies in the SCT could improve this overall picture.

Figure 16 shows a comparison of the inactive pixel hits per track
vs. ⌘, which shows significant structure from inactive modules. This
structure is perfectly reproduced by the TT.

The number of tracks per event for NT and TT is compared in Fig-
ure 17a. The multiplicity is in close agreement for both, only a slight
deviations exists for high numbers of tracks per event but have low
statistical significance as can be seen from the ratio error bars. Fig-
ure 17b which shows the distribution of average pT versus the num-
ber of tracks per event follows this trend. It has to be noted that
this comparison is somehow different from the pure pT distributions
shown in the following, as it does not average over all tracks but

26 validation on minimum bias events
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Figure 14: Longitudinal impact parameter distribution with respect to the
primary vertex.

rather per event. This has the capacity to disclose effects which other-
wise would cancel each other out.

The tracking efficiency is defined as the ratio of ’number good
reconstructed tracks which are successfully matched to generated
tracks’ divided by the ’number generated tracks’; the fake rate as
the ratio between ’reconstructed tracks with no matched generated
track’ divided by ’number of good reconstructed tracks’. There is no
significant discrepancy for the tracking efficiency as can be seen in
Figure 18.

Potential more subtle effects of the TT require the inspection of the
following extra parameters. The material distribution inside the ID
is strongly dependent on the pseudorapidity, hence also the impact
parameter distribution will share this dependence. Combined with
the general enlarged extrapolation distances for higher ⌘ (because of
the distance of the first interaction to the primary vertex) this cre-
ates a unique resolution dependence of the impact parameter on ⌘.
As shown in Figure 19a and Figure 19b the resolution of the impact
parameter for TT and NT are in excellent agreement. This is an impor-
tant achievement as it strongly influences the position quality of the
tracks and eventually the particle object for analysis.

A constant, but not dramatic, shift of about 12% in the q
pT

resolu-
tion for all ⌘ regions is existing in Figure 19c. This is not trivial as the
measured sum of transverse momentum does show no peculiarities.
This motivates a closer look at the charge over momentum magnitude
in form of track measurement bias distributions as seen in Figure 20.
From this distribution it is evident that a general underestimate is
made in TT while the NT tends to overestimate the transverse momen-
tum. Following the definition as 1/pT this effect is most prominent for

IMPACT PARAMETERS 
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Fast MC: truth tracking performance (2)
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‣ Efficiencies well described

‣ Real appealing affect is when using truth tracking for pile-up only

EVENT CHARACTERISTICS 

5.1 track resolution and efficiency comparison 29
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(b) Average pT versus number of tracks per event

Figure 17: Number of tracks per event and the average pT versus number of
tracks per event.
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additional figures 55
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Figure 41: Reconstructed track pT and event scalar sum pT distribution com-
paring NT with TT for fully simulated minimum bias events. Both
reconstruction methods show an excellent agreement as there is
no measurable deviation for these parameters.
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Figure 27: Comparison of the tracking efficiency versus pT for TT and NT for
µ values of 20, 40 and 80.
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Figure 28: Comparison of the number of reconstructed vertices for TT and
NT for µ values of 20, 40 and 80.
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Figure 29: Comparison of positional resolution of the signal events primary
vertex for TT and NT for µ = 80.
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‣ That’s the really appealing plot

behavior with pileup 37

6.0.2 Timing comparison

The TT reconstructed the events ⇡ 3.2, 7.3 and 16.3 times faster than
the NT for µ = 20, 40 and 80 respectively. An overview of this time
dependence is given in Figure 30, the clearly linear dependency of
the TT with respect to PU is visible. While the NT displays a highly
non linear behavior due to its combinatorial nature. These speed-ups
are very impressive and show the full power of the TT compared to
the increasingly slow NT at events with high PU.
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Figure 30: Overview of µ dependance of the reconstruction time for TT and
NT.
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A possible final product
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fast alternatives on the pile-up (event underlying event?)
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A look back into the past - ATLAS (1)
‣ ATLAS Physics TDR (1999):


- mixture of Geant3 and ATLFAST  
(detector response parameterized from Geant3)

- Tests Against Full Simulation -

Athena-Atlfast
parameterization Atlfast-01-00-50

Athena-Atlfast
new parameterization
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Figure 8.3: Test of the new ID parameterization against full simulation and the parameteriza-
tion obtained from older layout, showing the entire distribution with logarithmic scale of the
y-axis.

53

- with dedicated care (lots of work) a real good 
description of  measured quantities could be 
achieved
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A look back into the past - ATLAS (2)
‣ ATLFAST ID/MS Tracking:


- even correlations have been parameterised successfully 
- this is important for upstream  

reconstruction (e.g. vertexing)
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- Track Parameter Resolution -

r φ

z=0

z=zi

i i

particle track

x

z

Figure 5.2: Transverse and longitudinal coordinate in a cylindrical detector geometry.

For a solenoid B-Field B(t, z) = (Bt, Bz) Eq. (5.3) turns to

t̂(ri; τ ) = d0 + riφ0 + 0.003q/pT

ri∫

0

r′∫

0

[Bz(r′′, ẑ(r′′, τ)) − cot θBt(r′′, ẑ(r′′, τ))]dr′dr′′, (5.5)

while the expression for ẑ remains unchanged. In the following considerations an idealized
homogenous B-field is used. If multiple scattering is also taken into account, an additional set
of deflection parameter τms = (τms,i) = (∆φi,∆ cot θi) appears at each detection plane. For
n layers this causes 2n − 2 additional parameters unequal to zero, because only the deflection
that happened before the last detection layer have effects on the measurement. Introducing
the scattering parameters to Eq. (5.3) and (5.4) yields

t̂(ri; τ , τms) = d0 + riφ0 +
1

2R
r2
i +

i−1∑

j=1

∆φj(ri − rj) (5.6)

ẑ(ri; τ , τms) = z0 + cot θri +
i−1∑

j=1

∆ cot θj(ri − rj) (5.7)

Performing a track fit, a χ2 can be expressed and split into a part resulting from the intrinsic
detector resolution and one due to multiple scattering

χ2 = χ2
int + χ2

ms. (5.8)

Taking a set of n measurements hi = (ti, ri), one at each detector plane, the intrinsic fraction
of the total χ2 can be written as

χ2
int =

1
2

n∑

i=1

(
hi − ĥi(ri; τ , τms)

)T
R−1

ii

(
hi − ĥi(ri; τ , τms)

)
(5.9)
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A look back into the past 
‣ ATLAS & CMS developed very similar concepts for simulation in TDR times


- Full simulation for detailed studies 
- Fast simulation (mainly parametric) based on full simulation results 

   high level object creation as output of fast simulation 
!

‣ TDR studies also showed limitations of (parametric) fast simulation

- how to model efficiencies/inefficiencies 
- how to create fake objects 
- usually, one needs a full simulation first to derive parameters* 
!

‣ This sort of mechanism appears again for Run 2+ studies
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‣ This sort of mechanism appears again for Run 2+ studies

- Track Parameter Resolution -

Eq. (5.17), the covariance matrix T−1
z,i of the measurements of the longitudinal coordinate at

each layer has to be formed as

Tz,i =

(
1

σ2
z,i

0

0 k2
z,i/p

2
T

)

. (5.24)

By inverting Tz,i and evaluating Eq. (5.18), the inverse covariance matrix C−1
z can be written

as

C−1
z =

⎛

⎜⎜⎝

1 0
r1 0
0 1
0 0

⎞

⎟⎟⎠

⎛

⎝
1

σ2
z,1

0

0
k2

z,1

p2
T

⎞

⎠
(

1 r1 0 0
0 0 1 0

)

+

⎛

⎜⎜⎝

1 0
r2 0

r2 − r1 0
0 1

⎞

⎟⎟⎠

⎛

⎝
1

σ2
z,2

0

0 k2
z,2

p2
T

⎞

⎠
(

1 r2 r2 − r1 0
0 0 0 1

)
(5.25)

After performing the matrix multiplication C−1
z0

turns out as

C−1
z =

⎛

⎜⎜⎜⎜⎜⎝

1
σ2
1

+ 1
σ2
2

1
σ2
1
r1 + 1

σ2
2
r2

1
σ2
2
(r2 − r1) 0

1
σ2
1
r1 + 1

σ2
2
r2

1
σ2
1
r2
1 + 1

σ2
2
r2
2

1
σ2
2
r2(r2 − r1) 0

1
σ2
2
(r2 − r1) 1

σ2
2
r2(r2 − r1) 1

σ2
2
(r2 − r1)2 + k2

1
p2
T

0

0 0 0 k2
2

p2
T

⎞

⎟⎟⎟⎟⎟⎠
(5.26)

To calculate the residual σz0 =
√

(Cz)11 =
√

cov(z0) one has to invert C−1
z first and therefor

the determinant is needed which is given by

det C−1
z =

p4
T(r1 − r2)2

k2
1k

2
2σ

2
1σ

2
2

. (5.27)

Using this and performing a standard matrix inversion yields

cov(z0) = (Cz)11 =
r2
1σ

2
2 + r2

2σ
2
1

(r2 − r1)2
+

k2
1r

2
1

p2
T

, (5.28)

or using the orthogonal sum which lead to the name of this model

σz0 = Az0 ⊕
Bz0

pT
=

r1σ2,z ⊕ r2σ1,z

r2 − r1
⊕ k1,zr1

pT
. (5.29)

The two summands in Eq. (5.29) show the contributing parts to the total track parameter
residual in this model: the genuine part due to the layers’ intrinsic resolutions σ1 and σ2

described by the parameter Az0 ≡ Az0,z0 and the part resulting from multiple scattering at the
innermost layer which shows a 1

pT
dependence as estimated in Chapter 4, and which is described

by a parameter Bz0 ≡ Bz0,z0. Taking the values (Cz)22 and (Cz)12 from the calculated matrix
one will find similar expressions for σcot θ and for the covariance value

cov(z0, cot θ) = A2
z0,cot θ +

B2
z0,cot θ

pT
. (5.30)

23

*not always necessary: 
- e.g. impact parameter resolution can be rather well estimated using the 2-layer  
  approximation 
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