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From the current release (16/12/2013) both MadGraph and aMC@NLO

are replaced by:

MadGraph5 aMC@NLO v2.0

This is a single framework, which inherits all the features of the two codes,

has others which are new, and is poised to compute NLO corrections in and

to any user-defined theory (thus lifting the current limitation of QCD NLO corrections to

SM processes)
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Current status of the code
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� Extremely simple usage

> ./bin/mg5 aMC

MG5 aMC> generate p p > t t~ h [QCD]

MG5 aMC> output MY TTH DIR

MG5 aMC> launch

Upon executing the launch command:



By toggling with the “1” and “2” switches one can:

◮ Perform NLO (QCD) or LO calculations

◮ With (fixed order=OFF) or without (fixed order=ON) parton showers



Note: the command

MG5 aMC> generate p p > t t~ h

(ie, without [QCD]) disables the NLO stuff, and the code behaves as

”old” MG5 (up to new features wrt v1.5.xx) – in particular, all options for

BSM simulations at the LO are still there

◮ Models for NLO computations require extra features wrt those

used at the LO (more on this later)

◮ Only QCD corrections to SM are supported presently
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Mainly due to:

◮ More clever MC over helicities for virtuals

◮ Virtuals computed less often

◮ Virtuals are not an obvious bottleneck any longer (as they used to be)

Which lead to:
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SM at NLO: thickness of lines is scale+PDF uncertainties

PRELIMINARY – to appear in a dedicated paper



◮ Reproducing all but a handful of known NLO QCD results,

and significantly extending them

◮ Can compute all processes (bar QCD jets) that have

up to 2 → 4 Born contributions

◮ Need a medium-size cluster only for the most involved processes;

the others are doable on a single multi-core machine

◮ Note the ubiquitous scale and PDF uncertainties
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(up to two orders of magnitude for difficult processes wrt previous β versions)

� Scale and PDF uncertainties without recomputation



Scale and PDF uncertainties

These are done by reweighting, and hence are essentially “free”

(see arXiv:1110.4738). In

./PROCDIR/Cards/run card.dat

one sets

.true. = reweight scale ! reweight to get scale dependence

.true. = reweight PDF ! reweight to get PDF uncertainty

for the relevant weights to be computed during the cross section

integration, and stored in the hard-event file (for NLO+PS runs)

./PROCDIR/Events/run nn/events.lhe.gz

In there, one will find the following information −→

Note: the format has changed wrt to that of v2.0.0β3, and is now the new LHA



The header will contain detailed information on the meaning of the various
weights, to be found in each event −→



Note: fixed-order runs do not feature hard-event files. Reweight
information are given on the fly (as extra weights) and event-by-event



� Extremely simple usage

� No external dependences (stripped FastJet included; LHAPDF optional)

� Very significant speed increase at the NLO

(up to two orders of magnitude for difficult processes wrt previous β versions)

� Scale and PDF uncertainties without recomputation

� Rather flexible fixed-order user interface
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◮ Fixed-order analyses are trivial; however, templates are provided

◮ Root and topdrawer (which is human-readable) formats are supported

◮ User-defined formats require the user to write routines that sum the

results of individual integration channels

(trivial if one wants n-tuples rather than histograms)



� Extremely simple usage

� No external dependences (stripped FastJet included; LHAPDF optional)

� Very significant speed increase at the NLO

(up to two orders of magnitude for difficult processes wrt previous β versions)

� Scale and PDF uncertainties without recomputation

� Rather flexible fixed-order user interface

� NLO matching to Pythia8⋆ – Herwig++, Pythia6(Q2), Herwig6,

Pythia6(pT , ISR only) were already there

⋆ Special thanks to Stefan Prestel for his help



Example: gg → H

◮ Left plots: LO+PS; right plots: NLO+PS

◮ Black solid: Herwig6; blue dashed: Pythia8; crosses: Herwig++;

red dotted: Pythia6(pT); green dot-dashed: Pythia6(Q2)

No tuning or consistency for input MC parameters

For all processes, our (N)LO+PS events are unweighted



pT(H)



pT(j1)



y(j1)



# jets



◮ Results at the NLO much closer to each other than at the LO

◮ NLO pT spectra all rather similar bar for PY6(Q2)

◮ jets of PY8 more central than PY6(pT)≃ HW++,

in turn more central than HW6

◮ More jets in PY8 than in PY6(pT );

both more jetty than HW6≃ HW++

Main message: no two MCs behave the same for all observables

(so it’s very important to be able to switch among them)
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◮ MadSpin allows one to recover production spin correlations in

(N)LO+PS unweighted events, for processes too complicated to be

computed directly (eg be+νeb̄e
−ν̄ejj vs tt̄jj)

◮ It is based on tree-level matrix elements, but gives an extremely good

approximation to full NLO results (eg, approximate off-shell effects in MS are

much more important than exact NLO decay on-shell results)

◮ Presently supports all decays that are 1 → 2 sequences

◮ Increase in speed mainly due to a vastly more efficient phase-space

generation, and to some recycling

Note: spin correlations are sometimes more important than NLO
corrections or differences among MC’s −→



Angular correlation variables in W+(→ µ+νµ)W−(→ µ−ν̄µ)Z(→ e+e−)
production

From V. Hirschi’s thesis
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FxFx merging (1209.6215)

� The i-parton sample receives contributions from the same matrix

elements that enter the i-jet cross section at the NLO

� The i-parton cross section is basically the MC@NLO one, times a

suitable combination of damping factors defined with a (smooth)

function D(µ), which allow one to distinguish ME-dominated,

MC-dominated, and intermediate regions

� D(µ) can also be chosen to be sharp, in which case

D(µ) = Θ (µQ − µ)

with µQ the merging scale

� The above is further supplemented by a CKKW-like procedure



Example: gg → H

◮ Left plots: Alpgen (LO); right plots: MadGraph5 aMC@NLO (NLO)

◮ Alpgen: up to 3 partons;

MadGraph5 aMC@NLO: up to 2 partons@NLO

◮ Black solid: µQ = 30 GeV; blue dashed: µQ = 20 GeV;

red dotted: µQ = 50 GeV; green dot-dashed: µQ = 70 GeV

◮ Some differences in the inputs to the two codes



pT(H)

Fully inclusive



pT(H)

Require at least two jets (anti-kT , R = 0.4, pT > 25 GeV, |η| < 5)



◮ Significant reduction of merging-scale dependence wrt LO

◮ It is crucial to investigate the behaviour in a large range in µQ,

which must contain the jet minimum pT

◮ FxFx in Pythia8 will be fully automated, and ready very soon

◮ Hopefully the same level of automation will be achieved with

Herwig++, but for this we need the authors’ active help



� Extremely simple usage

� No external dependences (stripped FastJet included; LHAPDF optional)

� Very significant speed increase at the NLO

(up to two orders of magnitude for difficult processes wrt previous β versions)

� Scale and PDF uncertainties without recomputation

� Rather flexible fixed-order user interface

� NLO matching to Pythia8 – Herwig++, Pythia6(Q2), Herwig6,

Pythia6(pT , ISR only) were already there

� Very significant speed increase in MadSpin

� FxFx merging semi-automated (HW6)

� Several new things at the LO



I don’t have time to review the novelties on the LO side: here’s an
incomplete list

◮ Groundwork: a new version of FeynRules (1310.1921: Alloul, Christensen, Degrande,

Duhr, Fuks), especially useful for SUSY theories

◮ MadDM (1308.4955: Backovic, Kong, McCaskey), computes dark matter relic

abundance

◮ TauDecay (1212.6247: Hagiwara, Li, Mawatari, Nakamura) simulates polarized τ decays

◮ MadWidth: computations of LO widths for n-body decays

◮ Reweighting/MEM tools: SysCalc, MadWeight, MadMax ( Alwall, Kalegoroupoulos,

Mattelaer; : 1007.3300: Artoisenet, Lemaitre, Maltoni, Mattelaer; 1311.2591: Plehn,

Schichtel, Wiegand)

◮ Automatic LO merging in Pythia8 with different schemes (Alwall, de Visscher,

Mrenna, Prestel) −→



Z+ ≤ 3 jets

Systematic comparisons with FxFx will be straightforward



What’s behind all this



Owing to the increasing complexity of the simulations
necessary for LHC analyses, the strategic assumption has been
made that automation is the only viable long-term solution

� Automation must be in the strictest sense: no human intervention

whatsoever, bar inputs

� No process-by-process optimisation: solutions are blind and general

� The structure must work for any user-defined theory

(renormalisable if NLO is computed)



Basics: from the Lagrangian to the matrix elements

This is done via the FeynRules −→ UFO −→ ALOHA chain

◮ An overkill for the SM, but a necessity for anything beyond that

◮ Very exciting news: being extended to NLO (Degrande), which entails

the automated computation of UV and R2 counterterms

� R2: done; tested against the analytical expressions available for the SM

(QCD+QED, Papadopoulos, Pittau etal) and the MSSM (Shao, Zhang)

� UV: done; tested against the analytical expressions available for QCD,

and for the 2-point vertices in EW

This is it! At the NLO, one just needs trees, UV, and R2



Subtraction of IR singularities

This is done with FKS subtraction, automated in the module MadFKS

◮ Very limited number of subtractions

◮ Highly parallelizable: each integration channel has three subtractions

at most

◮ Done for QCD, which is the worst-case scenario. Being extended to the

general case of mixed expansion (QCD+QED)



One-loop matrix elements

This is done with OPP or TI reduction, automated in the module MadLoop

◮ MadLoop handles the filtering and L-cutting of one-loop diagrams,

computes the R2 contribution, and UV-renormalises

◮ MadLoop performs the reduction with either CutTools,

or with a TIR module

◮ MadLoop has its own implementation of the OpenLoops technique

(1111.5206: Cascioli, Maierhofer, Pozzorini)

◮ Significant amount of work lately (still not public), by V. Hirschi and H-S.

Shao, to allow MadLoop to be compatible with mixed expansion, and to

perform TIR

◮ TIR has been tested with PJFry to some extent, and with the new TIR

package IREGI by H-S. Shao −→



PRELIMINARY – H-S. Shao and V. Hirschi



Matching to showers

This is done by means of the MC@NLO formalism

◮ MC@NLO perturbs minimally the underlying matrix element

computations (no terms of O(αb+2
S

) and beyond) and MC simulations

(the MC is the sole responsible for Sudakov suppressions), which fits nicely

into the automation strategy

◮ The structure of the MC counterterms is very modular – any new MC

might be interfaced without changing the existing structure



The code has been tested very extensively for many different theories

at the LO, and for QCD corrections to SM at the NLO

As it should be clear from the previous slides, we have all pieces in place to

perform NLO computations in arbitrary theories as well – we are in the

debugging/testing phase

Actually, in simplified cases results have already been published that exploit
the machinery in theories other than the SM – eg the Higgs
Characterization model (1306.6464, Artoisenet etal) −→



pT of a spin-0 state in VBF and W -associated production modes

1311.1829: Maltoni, Mawatari, Zaro



Conclusion I

MadGraph5 aMC@NLO is public, out of β, and replaces
both MadGraph and aMC@NLO

◮ NLO (in BSM) and LO strictly on the same footing in O(1) year

◮ Emphasis will gradually shift on the development of (analysis) tools,

and on phenomenology

◮ As for MadGraph, MadGraph5 aMC@NLO should be seen as a

framework that can be used for one’s projects – we’ll be happy to help



Conclusions II

The significant progress made in the past few years by several groups has

not only led to remarkable physics results, but also to two (unintended)

sociological consequences:

NLO computations will not require any expertise

Hiring PhD’s or young postdocs as (highly-skilled) human computers

is not justified any longer



Conclusions II

The significant progress made in the past few years by several groups has

not only led to remarkable physics results, but also to two (unintended)

sociological consequences:

NLO computations will not require any expertise

Hiring PhD’s or young postdocs as (highly-skilled) human computers

is not justified any longer

So while it is not true that QCD has become “easy” by magic, it is true

that one entire class of difficult problems has been fully solved, thus paving

the way for precision hadron phenomenology and, for theorists, putting

back the emphasis on more conceptual problems


