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Streamline basics

= Software based solution User Space
= |CE/trace units not required
= Support for Linux kernel 2.6.32+ on target

: _ _ .
= Eclipse plug-in or command line OpenGL®™ ES
gator Daemon

Mali Drivers
n e rr gator Driver

= Lightweight sample profiling
= Time- or event*-based sampling
= Process to C/C++ source code profiler
= Low probe effect; <5% typically

991N 196.1el

= Multiple data sources

= CPU, GPU and Interconnect hardware counters
= Software counters and kernel tracepoints

= User defined counters and instrumented code

= Power/energy measurements

* Event-based sampling is available on kernels 3.0 or later
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Live capture

= Charts are visible during capture
= Great for trying to provoke an issue...
= ....or general system monitoring
= Think oscilloscope

= Watch key system metrics e.qg.
= Activity per CPU
= |nterconnect performance
= External energy measurements

= Keep only relevant part of capture |
= Discard majority of captured data
= Smaller files, better focus
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Analysis Overview

u Timeline

Visualization of system performance, software profile and thread switching over time
£ Call Paths
Hierarchical profile table, aggregating samples per process, thread, and function call chain
@ Functions
Flat software profile table, listing shared libraries and function hotspots

Code
Source and instruction level profile. Colour coded source code lines matching samples.

=" Call Graph
Dynamically created map of the functions in your application and their relationship
H Stack
Dynamic analysis of the stack usage by your application
@ Log
Chronological list of text and graphic annotations sent to target agent
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Timeline: The Big Picture

= Find hotspots, system glitches, critical conditions at a glance

Select from 40+ CPU counters,
OS level and custom metrics

» CPU Activity i
B @ zer =
< System :
> Clock
B Cyoes

[ Instruction
M Executed

all Graph | B Stack

Select one or more processes to
visualize their instant load on CPU

Filter processes (regex)

R

and find instant hotspots

HH

Samples

'» Cache '
O Coherency i [libdvm.so]

~ Ber==a - Combined task switch trace and — [idle]
> Interrupts Sampled pI’Ofile for all threads 5 [libskia.so]

E%SERQ \_ : o - [kernel]

- — : i ' [libz.so]

= | B— . [libc.so] I"

L [.-- ] : [libcutils.so] [
BT

T _ I | _ Rl [1ibGLESv2 mali.so] |

[ [system_server £1241] i f s sal '
[libMali.so] |

[surfacefiinger £1147] |
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SMP Analysis

= Take advantage of multicore SMP platforms

= Visually trace core migration and per-core statistics
= Spot non-optimal thread synchronization and improve

Timeline‘é@?[allpaths @ Functions w Code | =I" Call Graph | B Stack |4y Log| /I Warnings Per Core! per process aCtIVIty
|@| |l“i|t=j_||i| |ﬂ| |E| | A | E“\| l| LI AT .....|||||||||||||||'||.v(

aliiii el Livosianis Livis =

v CPU Activity [T Lo
O User
W System

m

'» Clock
B Cycles

» Cache
O Coherency hit
B Cohersnoy miss

|_ [kerned]

»

[ B [zns2mEs
[ Dtorg 27000
v [gatord #860]

[ [gdb=ener #B56]
core Ol 10 B I

M\




Selecting Performance Charts

= CPU aware PMU registers

= 40+ core-level metrics to choose from

= Mali graphics

= 300+ hardware and software counters

= OS level statistics

= j.e. CPU load, interrupts, networking

= Custom counters
= Easily add custom system counters

= Event-based sampling %

= Match PMU events to threads/source

code

210

'ﬂ Counter Configuration

Choose the target counters to collect.
Connected to localhost:8080.

Available Events
Cortex-A2
Bl Branch: Immediate
B Branch: Mispredicted
(] Branch: Potential prediction
[ Cache: Coherency hit
B Cache: Coherency miss
[ Cache: Data access
[[] Cache: Data dependent stall
B Cache: Data eviction
B Cache: Data refill
B Cache: Data TLB refill
B Cache: Inst dependent stall
Bl Cache: Inst TLE refill
B Cache: Instruction refill
[ Cache: TLE stall
] Clock: Cycles
] Clock: Data engine
[ Clock: Integer core
[ Core: Functions
(] Exception: Retur
B Exception; Jefen
t Interrupts

1of 6 available -

m

Events to Collect
Clock
[ Cycles
Core
[ Instructions
Cache

[l Coherency miss

[ Coherency hit
Interrupts

M rq

[ softiRQ
Metwork

[ Receive

[ Transmit
Instructions

B nEon
Branch
[ Mispredicted

Thresliold 10000

Event Based Sampling

® =

G &

Load Defaults ] [ Save

®
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big.LITTLE Analysis

= |nspect tasks moving between clusters
= Cycle between aggregate, per cluster and per core
= Consistent colouring between threads and counter charts

k] i Ifr §F ¥ f K |
. lremne]] ] ML (IR | IS8R (/W |
u X-ray VIEW | ieysone s
[ghrystone #4118]

» [gatord #4114]

P [adbd 23504]

[miksh #4030]

[gatord #4125]
lgatord #4123] L X-ray mode augmented with intermediate cluster mode
G OB 1T ¢

Srippets A

Core / cluster colour key

Disclosure control

Cycle between combined values (right arrow),
cluster values (as shown), per core (down arrow)

= Counters ' E—

% ®
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Code Instrumentation

= Qutput text, graphics, or markers from user or kernel space

= Write into gator driver to get your annotations synchronized on the timeline

[ Timeline| &7 Call Paths | @ Functions| &} Code | =X Call Graph| B Stack| & Log| /A Warnings

Q@ AEEL v (& (@l Fiter processes (ege)

A Wi, W Wi W i
» CPU Activity
B Euser

= W system

Use frame buffer snapshots to
optimize graphics performance

m

» Instruction z
W Exzcute

Netwaork H
E Transmit
W Rzcene

Text annotations can be used
to define job latency

xaos #00859

Samples

[idle]
[: [kemed] [id1e]
¥ [x=cs 2853] : [libc-2.11.1.50]
mand_peri
[kernel]

calculate

m

[libpixman-1.s50.@.18.4]
VisualAnnotat
calecl
[Xorg #700] calccol

I[;" [gatord £860] fillline 32

®
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Code Instrumentation

= Qutput text, graphics, or markers from user or kernel space
= Write into gator driver to get your annotations synchronized on the timeline

!Timeline gﬁCaIIPaths Q Functions .. Code | =L Call Graph B Stack| & Log | /% Warnings

Filter processes (regex)

A L LR
bCPUActMty H

B Euser
= W System

» Instruction H
B Executed

Network : [ The Log view lists all annotations,

Hree | offering flexible filtering A
g !Tlmellne &7 Call Paths ib arnings

W Receive

m

Q) (] \ | e -

Message regex Core regex Where regex

When Delta Message Core Where

¥ 04448342 +00.000903 update display 3 [xaos #859] | [thread &8
04.468514 +00.020472 QslyaloINiRi Flar] 3 [xaos #859] | [thread #55
04.567929 +00.099115 f=For 3 [xacs £859] | [thread Z859]
04.568839 +00.000910 update display 3 [xaos #859] | [thread #859]
04 591?91 +00.022952 Rl lalTiiR (= Ta ] 3 [xaos #859] | [thread #859]
04705216/+00.113425| B Xaos | 1|[xaos #859)] | [thread #859]
=104 ?06?91 +00.001575 update display 0 [xacs #859] | [thread #‘859]
04.724474 +00.017683 QdalyalaIN=Ri Fla] 0 [xaos #859] | [thread #850]
04.846512 +00.122038 =00 0 [xaos #859] | [thread #859]
04848675 +00.002163 update display 0 [xacs #859] | [thread #859]
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Code Instrumentation

= Multiple channels and groups per thread
= Freedom to have overlapping annotations
= Multiple independent annotation sources (app., middleware, drivers)
= Software suppliers can add annotations for you

1 Netwaork
Middiewsare Network
Rzceves
Transmitted

[Thraad #3 #13438]

[Thread #3 #13434]
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Timeline Chart Configuration

Add/remove

program images
Chart customization
t-l Chart Configuration 3
D1
setup selection collection

< ARM CPU Default Snippets

= Use expressions to create custom =

o

timeline charts

Cache

= Save, categorise and share standard st rpen
expressions as ‘Snippets’ i oS 21

ErE EEFN

Instruction [3 : “ 109 avg.

bl e LI Title | Instruction |#] Average Selection  [¥] Average Cores  [F| Percentage  Eiialaciell sl ==
[% B HMName Tooltip: | Clocks Per Instruc Expression: |5CIDckC}rcIE5_-" SInstructionExecuted | Unit:

: ®
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Drilldown Software Profiling

» CPU Activity
B Euser
= Esystem

Filter timeline data to generate
focused software profile reports

» Instruction
W Executad

Samples

[ pom
[kemel]
B [xz0s #853]
[ong £700]
B [gatord 850]

[idle]

calculate

[gdbs=rver 2B56]

mand_calc
[matchbox-window- manager #724]

[
[
[
( [matchibox-desktop #7271
[
(
[

[usybox £868]
[matchbo:-keyboard £714]
[scim-panel- gtk #750]

» Instruction

B Timeline | # Call Paths | @ Functions Code| =T Call Graph| B Stack 4 Log /i Warnings

Emelilg @| @] % Z | J‘L\T|@|Lﬁ| /M The source file is newer than the binary [ Total: 4 (3.03%) ]

: : . @ (%
Quickly identify instant hotspots o i
=i || Liwz= Samples | 1 |Line Source File: C:/Users/guimar01/D5-5/Workspaces/D5-5.9/xacs/xaos-3.5/src/engine/docalc.c =
0.00%  100.00 54 if (PCHECK)
000% 2710 541 gote periodicity;
000% 2247 2.13% 542 FORMULA;
000% 2247 2.13% 543 if (PCHECK)
o ] 544 oto periodicity;
BioE 2.0 545 EDRMUEA 3 Y
093% 1300 5.33% 546 if (PCHECK)
0.93% 1211 547 goto pericdicity;
-E- s ¥
280% 28 549 if (PCHECK)
o 558 oto periodicity;
0.00% 0.0¢ 551 EORMUEA ; i
187% 931 4 os% 552 if (PCHECK)
. . 0.93% 748 553 goto periedicity; k%
Click on the function name 4575 MG ,
. 0.93% 09 Samples | I Address Opcode | Disassembly File -
to go to source code level prof"e 083% 08 0x60041048 VADD.F32 8,58,52
000% oo UZUI3%  9x90041044 VADD.F32 s13,s13,513
e ool BxBE041045 VSUB.F32 s8,s8,s6
: 2013%  @xBeR4184C VMOV.F32 s1,s3
000% 0.0 2xB0041858 VMLA.F32 51,513,512
0.00% 0.00 BxB0841854 VSUB.F32 s512,518,58
0.00% 0.0 BXBOB41655 VABS.F32 s6,512
000% 0.0 Bx8084185C VCMPE.F32 56,511
000% ool 2-13%  exeseslose VMOV.F32 s13,s1
= 2.13%  OxBEE41E64 VMRS APSR_nzcv, FPSCR
000%  0.00 Px0BB41068 VMUL.F32 s6,s1,s1
467% 4.5) 2.13% BxBAa4186C VMUL.F32 s12,s8,s8
0.00% 0.0 BxBOB41670 BPL @x@0e41088 ; mand_peri + 8x328
000% oo L 2.13%  exeeedleva VSUB.F32 s1,57,51 -

ponnr oot 4 m 3
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Bottom-Up Shared Library Analysis

& Timeline | 7 Call Paths | @ Functions Code | =C Call Graph | B Stack | Log Select the |ibrary Or function tO Iook
oy ™[ [ Functions: 1 ] . .
2] Lole | ssrples 5t 12 245 | into, then navigate to Call Paths
Self w | Instances Function Mame 4| Location Image - .
- 1 [idle] <unknown> <unknown:> Or Tlmellne
- 77 [libdvm.so] <unknown> <unknown>
- 1 [kernel] <unknown> <unknown:>
3.50% 74 [libc.so] <unknown> <unknown>
20035 I G e N —
1.57% 9 [libz.so] Top Call Paths
1.22% 17 [libMali.se] PR
1.09% 33 [dev/ashmem/dalvik-jit-c B SE'E“P'ME“’TWE“% Timeline
1.09% 1 [libGLESVI_CM_maliso] | & Selectin Call Paths
0.89% 37 [libcutils.so] Select in Code
0.87% 42 [libutils.so] =L Select in Call Graph B
0.78% 2 [gator] B Select in Stack !Tlme\me £ Call Paths | o Functions | & Code| =L Call Graph| B Stack Log|

Filter processes (regex)

063% 5 [libhwui.so] = ———— e
054% 6 [libGLESv2_mali.so] <unknovn> <unknow | (2] &ﬂi” ust| 9| ww (&) |_
0.46% 38 [libbinder.so] <unknown> <unknow

044% 2 [libcrypto.so] <unknown> <unknow = & 2 e U

——
[ CPU Actmty S

O zer

Rystem

Processes or call paths using it
will be automatically highlighted -

~
WH

E200m

ruction 3 [l 160 M
1 M Executed

i % W _ _
[ = = Samples REX]

rb Tcom zndroid settings #1565 — — —

[ » [medisserver s1158]

: ®
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Dynamic Call Graph Analysis

= Call Graph view maps relationships between functions

= Easy to navigate dynamic function-level map

!Timeline ﬁCEIIPaths @ Functions Code | = Call Graph | B Stack| @ Log &Waming Furéc.tlons grl-:?JOIOU" COded
' [~ ™ according to time or events
Q) EetE & 0

)
Easily navigate along call paths and| ] [ 330% mond per
identify caller/callee relationships |— [ 235% mandca
w s

| 0.78% calccolumn_32 | 0.07% allocgenerictruecolor

calculate

oe_32

| 0.00% tl_process_group

Function mapping can include
system and uncalled functions

| < 0L01% tl_slowdown_timer

| 0.05% restorepalette

o | |<0.01% uih_update | 0.04% calculatenewinterruptible

| 219% VisualAnnotatelmage [ <0.01% pth function

|
|
|
[<001% draw |
|
|
|
|

|
|
| 0.00% procescounter.cloned | | 0.02% preparemovecldpoints
|
I

T -nnane o woooos 1 [cnmame oo aiei.oa [ nnane o e

4 [ m | 3

Y ®
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Stack Analysis

= Information on stack usage
= Check dynamic memory usage per function

.TimelineLﬁ Call Paths|‘b Functions | Code |‘: Call Graphl E| Stacklw Log|&Wamings|

Functions: 1
O E™] .

Maximum 5tack Depth By Thread

[xaos #859][thread #859] main 1536
[xaos #859][thread £863] calcline_32 532
[xaos #859][thread #8064 ] calcling_32 5
[xaos #859][thread #865] calccolumn_32 532
[xaos #859][thread £866] calcline_32 . 532
Function Stack Usage (1,218 functions) | Show All |
Stack » | Size Function Mame - Location

»

1,776 | magnet?_julia docalc.c:620
400 664 zave frame_dist.clonel render.c:109 D

400 4,108 smagnet?_calc docale.c:136
400 4,524 smagnet?_peri docale.c:d7l
336 1152 doit 3d.cl36

336 3,204 uih_update ui_helper.c1380
320 4132 magnet?_peri docale.c:471
304 3,784 magnet?_calc docalc.c:136
304 1,500 magnet_julia docale.c:620
288 1,984 truecolor_output formulas.c:258
272 1,388 mand4_julia docalc.c:020
272 1,392 mand5_julia docale.c:620
272 1,364 mbar_julia docale.c:620
2712 632 mksmooth palette.c:508

2,532 smagnet_calc docale.c:136

Tools ';AR —— | 4 16 The Architecture for the Digital World® ARM



Beyond average...

1. Average looks okay but we 3. ...0r we can write out an
know we have glitches annotation to mark a problem

R

B 0 el T o
2. Zooming in we can quickly 4. Then isolate region of interest with
identify something different... callipers and re-compute statistics

m r
| i 00742190 =

I [de Peegrie Sepch e ffdow 1

e . . s 5 Sz 2 Sfds S8bs 5 535 5725

] i 1 1 _____ I T

. »
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Power Measurement Interfaces

Data Acquisition Streamline

4 )
ARM Energy Probe

B Tomchne | o Call Paths @y Fusetions ','rn éeais'wo. 3 Suck LA

A

* 3-channel

» System-level analysis
 Easy to deploy

* Affordable

Good for trend spotting and
application optimization

NI DAQ USB-62xx

* 40+ analog inputs

» Subcomponent sensitivity E

* High fidelity ¥
* Higher cost

Function Name Locat fon

Function Name Locat fon

Function Mame

Good for OS power management
\ tuning and benchmarking )
also: on-chip sensors (via hwmon) L

®
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CoreSight trace

~100Mbyte/s
Debug APB
Embedded ‘ Embedded IIra(t:e |
Trace Trace or
8K- 8K-
DAP J Interface \
Buffer 39K Buffer 39K U ‘ 7

AMBA Trace Bus

1. Maybe no trace port
: 2. ETB fills up quickly
ETM PTM Embedded (a few ps for unfiltered trace)

oftware
'Sl'race Trace 3. ETB readout can't keep
Macrocell SO up with program trace
Cortex- Cortex- (~10% trace captured)
A7 A15 = add an ETR

4. Software trace will be

swamped by program trace
=» add a separate ETB
for STM

AXI (and RAM)

®
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Profiling with CoreSight Trace

Trace view in DS-5 Debugger

O HMTargetProgran'll.c 5255Channd_1 33 . u |TM/STM Event Vlewel‘ to
9:55.848 Hello there encoded event world 595848 ;
9:55.849 Hello there encoded event world 595849 track software execution
10:e8.830 Hello there encoded event world 6@3@3e
10:08.040 Hello th ded t world 683040 . .
10:08.041 18110 there encoded evert MoRLA BOGEA = ETM/PTM instruction and
1©:88.42 Hello there encoded event world 683842 data trace to pin_point
ik software bugs
moveSpark
plot3 ] . )
plot3 7.68% i = Tracepoints and filters to
moveSpark NSS! innmnmi Taa] -
ond bt Oﬁtlmlze thbe ;stage of on
plot 3.40% L chip trace buffers
plot E_ﬁ:ﬁ%” P

k 3.36% .
g}g:espar Eng T Toggle Trace Start Point = |nstruction trace based
plot3 2.57% T8 Toggle Trace Stop Paint proflllng reports

® Toggle Trace Trigger Poink

®
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Cycle-based tracing

31 ] (cpu2) --> vector_swi 96 ]\(cpul) --> vector_swi

86 ] (cpu2) --> trace hardirgs_on 299 1/(cpul) --> trace hardirgs_on
163 ] (cpu2) --> mark _held_locks (cpul) --> mark _held_locks
199 ] (cpu2) --> mark _held_locks 356 ] (cpul) --> mark _held locks
261 ] (cpu2) --> sys getppid 433 ] (cpul) --> sys getppid

274 ] (cpu2) --> lock _acquire 438 ] (cpul) --> lock _acquire
318 ] (cpu2) --> _ lock_acquire 529 ] (cpul) --> _ lock_acquire
451 ] (cpu2) --> mark_lock 638 ] (cpul) --> mark lock
605 ] (cpu2) --> pid_vnr 760 ] (cpul) --> pid_vnr
638 ] (cpu2) --> lock release 773 ] (cpul) --> lock release
765 ] (cpu2) --> ret _fast _syscall

948 ]\Y(cpul) --> ret_fast syscall
770 ] (cpu2) --> trace_hardirgs_off 1004 ]1/)(cpul) --> trace_hardirqgs_off

core #1: 739 cycles core #2: 908 cycles

Non-invasive and works with IRQs disabled

®
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Self-hosted debug/trace

= Self-hosted trace control library releasing end 2013

= Targeted tracing for performance investigations
= enable/disable trace round region of interest

= Sampling profiler/coverage tool
= repeatedly capture trace fragments (cycle-accurate)
= allow accurate measurement of basic block execution times
= can use “shotgun sequencing” to construct a global profile

= Target-resident self-test
= quickly and systematically/randomly iterate through multiple configs

= System “flight recorder”
= capture rolling trace into ETB from boot time onwards
= stop capture when fault detected
= can use cross-triggers from CPU, system etc. to stop trace
= create crash dump including ETB contents
SIP/OEM want this for base stations, network processors etc.

g ®
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Performance analysis - where next?

= More structure to annotations
= define start and end of interval
= associate resource usage with intervals

= Scale to multiple devices and clusters

= Improved support for GPGPU (OpenCL)

= Closer integration of processor trace and sample-based
profiling

= Use CoreSight STM for trace/profile transport

= Standardize Linux interfaces to on-target trace
= enable/disable trace on perf events
= sideband data for trace decompression

: ®
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END

www.arm.com/streamline

The Architecture for the Digital World® ARM


http://www.arm.com/streamline

BACKUP
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Streamline Community vs. Basic/Pro
T commmy | oo |

Simple application System-wide, SMP
profiling analysis

= Which is the right
Streamline for you?

Typical Use Case

Limited to host

Program Images 1
memory

Timeline View

A
BSP /
Distribution

Q/Iakers

<\

* Performance Charts
* Process Bars v
* Mali GPU Analysis v
* Quick Profile Summary

* Core Affinity Mode

* Energy Probe data capture

* Time Filtering

* Annotation v
Call Paths View

Functions View v
Code View

Call Graph

Application Stack View
Log View

Q/elopers

Command Line

B BY BY BY BY BY By B

Event Based Sampling

®
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Instruction Trace or Sampling?

= Choosing the right tool for the job
= |nstruction trace-based analysis doesn’t scale to high-end Cortex-A

Pros Pros
High granularity Integrates system events and PMU counters
Non-intrusive Hours+ capture time

Can be run remotely and in production units

Cons Cons
Cost and scalability - Requires trace unitand Cannot be used to observe short instruction
off-chip trace ports sequences
Sub-second capture time Adds single digit overhead

Complex to set up

No standard solution for dynamically loaded
code

®
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GPU Graphics Analysis _mali

AW £ Visual Computing by ARM

CPU, and GPU fragment and User defined events e.g.
vertex processing activity

OpenGL® API events

B Timeline| ;7 Call Paths

Filter processes {regex)

LA g . __ SRR

0 T W Y T T

[» CPU Activity = -
B lzer |
W Syztem
GPU Vertex H

' [ Actvity

» GPU Fragment
B B Actvity

 —

Mali GPU FragmemiProcessor
B Active ok opdes
O Fragment rasterized count

Mali GPU Vertex Process|
O Active cpties
B Wertices processed

glDrawArrays Statisti
O Calts to gDrawhrays
[ C=is to glDrawElenaffts

system_server #02135

[ pael

l_ [kernel]

[ > fcom anros Timbuktu £3128)
|. P [syztem_sarver £2135]

Visualize
application activity per processor
or processor activity per application

% ®
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Command Line Interface

= Enables automated scripted workflows

= Manual or timed data capture
= Filter by runtime defined start and stop bookmarks — great for benchmarks
= Generates text-based reports: function, call path, stack, and log views

= Parse and compare reports for testing or benchmarking

Functions:
self 1Instances Function Name Location
16,250 1 [idle] <anonymous:>
7,637 12 [dev/ashmem/dalvik-jit-code-cache] <anonymous>
1,291 1 fir_filter_c helloneon.c:53
1,072 1 [kernel] <anonymous>
641 1 fir_filter_neon_intrinsics helloneon-intrinsics.c:24
373 1 [TibGLESvZ_mali.so] <anonymous>
295 6 [libmali.so] <anonymous>
277 1 [1ibrs.s0] <anonymous>
254 6 [libutils.so] <anonymous>
234 28 [libdvm.so] <anonymous:>
232 3 =1jnker] <anonymous>
134 lé =qjgc150]] <anonymous>
7 [1ibui.so <anonymous>
71 1 [1ibGLESVI_cM_mali.so] <anonymous>
67 10 [Tibcutils.so] <anonymous>
49 2 [Tibicuuc. so] <anonymous>
46 3 [adbd] <anonymous:>
45 3 [libsurfaceflinger.so] PR . o=
16 1 [libekia. so] Dptions availabhle to all modes:
15 10 [Tibbinder.so] . . . .
13 4 [1ibsurfaceflinger_client.so] —h. -?. -help Displays a description of each option

—v, —uersion Displays the program version information
—o. —output <output> Sends all output text into the specified file

Additional options availabhle to report mode:

—all Produce all tabhles [default]

—callpath Produce the call paths tahle

—function Produce the functions table

—stack Produce the function stack usage tahle

—loyg Produce the log entry table

—format <spaceitabicsv? Format the tables using spaces, tahs op
comna—separated values [default: spacel

29 The Architecture for the Digital World®



DVFES In Practice

Track DVFS frequency scaling and
its impact in power consumption

'» Clock
O Frequency
E Cycles

'» Instruction = [l | [0 132,199,358
W Executed |

Channel0 Power : 4w | ‘02,161 mW ava.
W Peak ] S — M 2031 mW avg.

OAverage ol

e

[ [idle]

[ [kernel]

[ » [threads #14611]
{

[

[dbus-daemon #1579]
» [threads #14625]

E -
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The Power of Having It All in One Place

= How effective are you managing your energy budget?

HTimeIinE gf Call Paths | @ Functions| [5) Code | =2 Call Graph

W MR AT

Monitor instant voltage, current and §
power per channel

CPU Power Rai
| RS

O averags
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How long it takes the power
manager to respond to
changes in CPU load?
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