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Optimization Notice
e

Intel® compilers, associated libraries and associated development tools may include or utilize options
that optimize for instruction sets that are available in both Intel® and non-Intel microprocessors (for
example SIMD instruction sets), but do not optimize equally for non-Intel microprocessors. In
addition, certain compiler options for Intel compilers, including some that are not specific to Intel
micro-architecture, are reserved for Intel microprocessors. For a detailed description of Intel
compiler options, including the instruction sets and specific microprocessors they implicate, please
refer to the “Intel® Compiler User and Reference Guides” under “Compiler Options." Many library
routines that are part of Intel® compiler products are more highly optimized for Intel microprocessors
than for other microprocessors. While the compilers and libraries in Intel® compiler products offer
optimizations for both Intel and Intel-compatible microprocessors, depending on the options you
select, your code and other factors, you likely will get extra performance on Intel microprocessors.

Intel® compilers, associated libraries and associated development tools may or may not optimize to
the same degree for non-Intel microprocessors for optimizations that are not unique to Intel
microprocessors. These optimizations include Intel® Streaming SIMD Extensions 2 (Intel® SSE2),
Intel® Streaming SIMD Extensions 3 (Intel® SSE3), and Supplemental Streaming SIMD Extensions 3
(Intel® SSSE3) instruction sets and other optimizations. Intel does not guarantee the availability,
functionality, or effectiveness of any optimization on microprocessors not manufactured by Intel.
Microprocessor-dependent optimizations in this product are intended for use with Intel
Microprocessors.

While Intel believes our compilers and libraries are excellent choices to assist in obtaining the best
performance on Intel® and non-Intel microprocessors, Intel recommends that you evaluate other
compilers and libraries to determine which best meet your requirements. We hope to win your
business by striving to offer the best performance of any compiler or library; please let us know if
you find we do not.

Notice revision #20101101
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Agenda

Plus how we plan to extend it(?)
® How VTune works We need to learn your opinion.

® Case Study: NBody app

— Optimizing for performance and power on CPU and GPU
® Conclusions
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 Ack: Alexei Alexandrov.
VTune iIs Big. Let’s cover some of it

‘? HSW xﬁ_ ; Windows / Linux }> _{ Experimental: ‘
' FreeBSD, OSX |

/ { support ‘
SNB, IVB, /o i '
inc. EP/EX Latest HW | MPI |
H | A

KNCBO+ /| support |\
| _} 'R T\ / Parallel OpenMP |
| Atom(s) [~ \ | runtime —@ |
Gen - f analysis @|
User-mode . OpenCL (CPU & GPU)
~ sampling |, ‘-. ) [
| Concurrency h 'Il / "u'Tune Amplifier XE 201 3 f{ Src/asm cross-highlighting \
| EBS sampllng } \'1 . features / | | Loop analysis |
\ || Platform-wide \5 ,,-/"-/ / {3 Ll | »
(VTS5 ++) _and correlation | analysis {-—| Bandwidth analysis |
 features ||\

|'- -| Timeline |

| Uncore events F’ '. o\ \
|| Datafiltering and grouping |

| Power data }/;I.' .- ‘
|§ }" \‘{ JIT code analysis |

| Python scripting |-_{ Extensibiity | / | Fortran |
| cSVimport/export | | Openness | { Mulitlingual F [ C++/C |

Java, NET |
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First Things You See

& |

b= dp

N=Re=NeE

@ Choose Analysis Type

A

A Analysis Type

Welcome

Recommended start

New Amplifi... x

Intel VTune Amplifier XE 2013

By B

B

Algorithm Analysis V
A Basic Hotspots

A Advanced Hotspots
A Concurrency
A Locks and Waits

Copy |

Low-intrusive
sampling

----- A Platform and Tasks Profiing

[#-{Z Intel Core 2 Processor Analysis

{5 Mehalem [ \Westmere Analysis

[=-{<Zr Sandy Bridge { Ivy Bridge [ Haswell Analysis
----- A General Exploration
----- A Bandwidth

----- A TSX Exploration

----- A Access Contention
----- ,ﬁ, Branch Analysis

----- A Client Analysis

----- ,ﬁ, Caore Port Saturation
----- A Cydes and uOps

----- A Memory Access

----- A Port Saturation
[=-{.Z Intel Atom Processor Analysis

i . General Exploration

[#-{Z Knights Corner Platform Analysis
E-{5r Power Analysis
i CPU Sleep States
,ﬁ, CPU Freguency
H-{5 Custom Analysis

Primary
u-arch
analysis

uArch Analysis ->

{~ Hotspots
¥ Hotspots, stacks and context switches

™ Hotspots, call counts, stacks and context switches

. Advanced Hotspots analysis (formerly, Lightweight Hotspots) uses
sis by collecting call stacks, context switch and statistical call count
n) metric. At the default level this analysis uses higher frequency
otspots analysis. Press F1 for more details.

_-4[ Performance, power, and

parallelism metrics on stacks

Event mode:
[~ Analyze user tasks
Analyze Processor Graphics hardware events:

[~ Analyze Direct¥ pipeline events

[~ Trace OpenCL kernels on Processor Graphics

Mone

Maone
Cverview
Globalflocal memory accesses

GPU HW events

{~) Details

i

TODO: Reorganize the hierarchy?

General Exploration ->
CPU specific sets (that match the leaves of GE)

=3 Command Line. ..
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What’s Inside?

Timestamp
Wall-clock reference

] Event counter values

Timestamp

Wall-clock reference

Event counter values <Sync ) _ Switched out because of:

Stack " WaitForSingleObject( Handle );

thread O wait time thread O

sampling intervals ? ?
IPI IPI o
¢ # active time
thread 1 ~——inactive time—— thread 1

sampling intervals

) ( uantumend )
Timestamp Q

Event counter values

Stacks processElement() - getNextltem() - doTheJob()

Did system wake up
from idleness?

Registers and Memory || “AO [rax + rbx*2 + 85]", “[AO0 + rcx*8]”

Branches Energy registers (Core, GFX, Package)

‘ Read C-state residencies
; 100

e

) <>

2

<>
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Call Tree + Events + Threading Info

Synchronization
hotspot (wait-spot)

Primary
hotspot

HW events
(e.g., clocks)

Thread
contention

/_)

Scheduled
off CPU

0S Time lost on
impact waits

fFunctio stack

= quantize lines_xrpow |
[=] . quantize_lines_xi IS0+ count_bits
M. trancate_sma pectrums < iteration_loop + la
. hin_search_J/epSize + trancate_smallspectrums
FlKiFastsystemCallRet
F. MtWaitForSingleObject < WaitForSingleObjectEx
F. ZwReguestWaitReplyPort < CarClientCallServer
F. ZwSetEvent + SetEvent

We lost almost half of
potential performance on
contention: clocks wasted on
contention are comparable
with the time of useful work

A\ 4 A
CPU_CLK_UNH ... _ Synchronization
CORE by H/W ...

3 556,035,917
3,556,035,917
3,130,425,513
375,510,404
3,089,130,223
2,993,132,443
2,794,255
20,723,639

Context Switches ...

5,222
5,730
454

32

Major contention on a
WaitForSingleObject

\'4 hd \'4
Preemption Context Wait Time by HW Inactive Time by
Switches by HMW ... Context HM Context

233 0 57,516,084
233 0 57,516,084
209 0 51,272,756
24 0 6,236,328
244 11,894,526, 708 444 516,840
218 11,817,527,328 435,745,772
15 25,823,520 461,975
6 50,780,216 8,319,132

TODO: Need to craft a
special contention metric or
a specialized viewpoint?
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Same + Active and ldle Power

Wait and
HW Idle Cx state ) )
. . inactive
Hotspots events time residency )
times

Function # Call Stack

Consumed
energy

Context
switches

Wakeups
fromidle

(uloules)

re Event Count

CPU_CLE_..= Idle Tirne  ©C3 Residency Cf Residency  Wait Time  Inactive Tire  Idle Mifakeup Synchronization... Preemption.. Energy Core

[ spvp 115,044,088,8399  12,540,936,543 35,402,724 191,328,732 17,277,068,387 20,284,260 73,336 77,419 313 1,675,073,600
F rmain 71,738,528,080 584,121,993 8,884,260 11,203,686 479,118,000 9,837,224 6,210 0,677 2300 #73,503,056
F phil 4,688,113,0946 43,676 n a 1,683,174 1,000,928 3 7 24 75,284,320
F phil 3,226,339,383 11542 n a 587,492 548,880 1 1 14 44,893,744

[ 5in 2,935,350,290 I n a 283,050 544,230 n 14 48,974,016
F phi2 2,739,433,958 14,192 ] 1 510,048 1 1 14 33,486,224
B [weorrfdcpu.dll] 2,186,456,142 | 13 21,452  100,790,496) 1,441,949,274( 89,351,454, 762 398,825,650 317,483 324,945 108,

. WfaitForSingleOhbject l 938,001,558 18,872,158,940 100,790,496 1,441,949,274 89,379,240,911 398,806,258 317,313 324,773 67 567,005,904

(o]

Almost every wait

System spent only brought the system to
~10% of idleness in C6 idle and then caused a

state wakeup

TODO: Need specialized
metrics or viewpoints to
automate idle power analysis?
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Case Study

® NBody application:
— N bodies moving in the gravity field
— Source code attached: % ﬁ
Not optimized  Optimized

— Runs on CPU and then on GPU
— 64k bodies for CPU, 256k bodies for GPU

> to maintain comparable execution times (similar statistical errors)
— Intel® Core™ {7 3667U @ crv i

MName: 3rd generation Intel(R) Core(TM) Processor family
— Intel® HD Graphics 4000 Frequency: 2.5GHz

Logical CPU Count: 4

® GPU

MName: Intel(R) HD Graphics 4000

Vendor: Intel Corporation

Driver: 9,18.10.3071 (3/18/2013)

Stepping: 8

EU Count: 16

Max EU Thread Count: 8

Max Core Frequency: 1.1GHz
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Beginning with the Analysis
Intel VTune Amplifier XE 2013

& Analysis Target i Analysis Type | | Bl Summary | | #% Bottom-up CﬁTu:up-du:u'.-\'n A=Y BB Tasks and Frames | | B¢ nbody.cpp

ICDntext Switch Call Stack - '

CPI | cPI J Viewing < 1of1 [ selected stack(s)

®% General Exploration - Sandy Bridge / Ivy Bridge 0 General Exploration viewpoint (change)

Hardware Event Count: Total by Har ...

Call Stack Rate: |FRate:
CPU_CLE_UMHALTED.THREAD + Total | Self

100.0% {(0.004s of 0.004s) |

Fof.r.r

nbody-cpu-64-16.exe! [Loop at line 160 in compute_bodies]...

EBESEﬂ'IFEEdII’Iif”’ILII’Ik 594,5["] r993,555 _ 1.133 0.000 nt":"j-?. -cpu £4-16.8xe! [LI:II:IIZI @quﬂ 1518 in ECII'I'IIZILItE_tIIZIdiES. B
&=l [Unknown stack frame (s)] 477,394,932,791 I 1.104 1.062 nbody-cpu-64-16.exe! [Loop@0x40 14fe in compute._bodies. .
Elg?::mpute - :E;ég::;;é;g i ig; E EEE nbody-cpu-54-16.exelcompute_bodies+0x 2% - nbody.cpp...

= LEe ot S " . nbod L-64-16.exe!main +1x 177 - nbody.cpp: 373

El [Loop@0x4014fe in compute_bodies] 395,063,701, 545 1.047 0.000 nbndy-cpu-ﬁi}-lﬁ exe![Loop ot line 160 in :n:nppute bodies
=l [Loop@0x401518 in compute_bodies] 394,949,742,006 (D 1.047 0.000 ¥<b EXE 100D pute.
[EllLoop at line 201 in compute_bodies] 345,418,437,505 [ Toar Loaz) [Jrermeis2.ditBaseThreadinitThunk +0xd - [Unknown]:[Unknown]
Clsqrt 79.201,534,532 ._ 1.046 1051 nb:III.|:|II!RﬁInfﬁaIfzeExcepﬁnnChafn +0x84 - [Unknown]: [Unk. ..
ExReleaseRundownPro 1.050 | 1.050 ntdll. dliRHInitizlizeExceptionChain+0x57 - [Unknown]: [Unk. ..
[Loop at line 160 in comp 1.047 1047

TODO: Need to estimate

LLoop atline 160 in compy Loz Lo Select any region of inactivit
[Loop at line 234in compute | the number of iterations? 2,022 2.022 yreg y
M [Loap at line 160 in compute_ 1.024 1.024 and see sync call stack here
Selected 0 row(s): ;I
1 jaK Ll
e =i 40000ms 40100ms 40200ms 40300ms 40400ms 40500 44]564 EBm - ?ﬂUms 40800ms Thread
PRRFEI [ SIS (T TN S (N TNV T NSNS S T (N S T (T T (T T S T T O O Lo vy v vy o by vy w0000y .
cpx_intrinsic_thread (0x3 || T— i u |« 2 Running
= cpx_intrinsic_thread (0x1 I | [ Context Sw...
E q:l}f_intrinsic_mread {Dned __-_h Iq:nx intrinsic_thread (0x8e0) e Wl Hardware ...
= maln[.:F‘.'I.'51.3r1JJ|:| (0x1398) _____“_H——q hisnai Hardware Events
cpx_intrinsic_thread (D | |ii5S0S0——— SakAAS Al Sl shhss Ut ARARRS | NASAS Ablahns Mnalul i) = r chyare Event Count M| ~
14,647,614 il Hardware ...

Hardware Events

Context Switches
Start: 40564.614ms Duration: 16.01us

R 4 @000}
I CPU: cpu_0 '
* Mo filters are applied. v I Any Process + ILCEGEE Any Thread Reasn?:us_yndwrnnizaﬁnn B
| ile: . .
Timeline Hardware Event: [BatoRal LRIz R e B | call Stack Mode: [T ﬁJnEEE;E: E'ILEE,”F}'.:'EE""’ s WCRIEMERN | oops and functions v

¥

-IE |




Locating Threading Inefficiencies

‘ @& Advanced Hotspots 0 Hardware Event Counts viewpoint (change) @

& Analysis Target | | Analysis Type | | Bl Summary | BRI RER | BE Uncore Events | | #% CallerfCallee | | #% Top

Grouping: IFunu:h'u:un J/ Call Stack

Function [ Call Stack — -
CPU_CLK_UNHALTED. THREAD w Synchronization Context Switches

[Flcompute_bodies 290,757,552,857 5,339
[FCIsqgrt 35,533,930,925 618
Flmath_exit 17,323,254,362 388
[#lcpx_exported_pick_nested_job 8,688,064, 755 1580
FchedTOS_withFE 5,837,183,653 87
FTlsGetValue 1,933,510,947 28
Flepx_intrinsic_get_tsche 1,296,425,363 ( The performance cost of \
HTl=Getvalue 738,653,541
H [Urknown stadk frame(s]] 635,280,540 thread contention is ~0% of
] [NETwheg4.sys] 318,587,956 the primary hotspot => no
FKeacquireSpinLockRaiseToDpe 47,787,540 =
[FIKeReleaseSpinLock 45,170,865 performance impact of
[Cutside any known module] 37,392,510 thread contention )
FIRHIsCriticalSectionLockedByThread 36,393,418
FKeSynchronizeExecution 25,851,512 0
lhybDriverEntry Find thread synchronizations [*817:473 0
[storahci.sys] 5,778,814 ]
£ [pirvrm. di] (that stem from ntdll/wow64) |4 704 zas 0
[wiss.5ys] 23,400,369 ]

=l [wowa4cpu.dil] 22,802,779 148
: WaitForSingleObjectEx < WaitForSingleObject 31|

=l F. cpy_exported_wait 11,150,121 21
[=1 . compute_bodies < main 6,540,565 8
. _tmainCRTStartup < BaseThreadInitThunk 2,256,224 1
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No Problem, as Predicted

Elapsed Time: 67.238s

55 105 155 20s 255 30s 355 405 455 50s 555 EUs 655
PR N S [ T TR TR TN NN T S TR T (N ST T T T N T L PR S R [ T T T T N T T L P
AR Ak, (MR AL
P T
T, A

Slight CPU oversubscription is even
better in this case: helps to hide
various stalls

TODO: Need to emphasize this is an
auto-pause we have to generate
not to lose a single event count?

J

Elapsed Time: 65.066s

55 105 155 205 255 305 355 4{15 455 50s 535 als B:
| T T TR TN T TR TN TR T (N TR TN TR TN T SN SR ST T [ TR SR S S |

HE muhu_m_m_uum
T ST T AT R W T T WA T e T I TN ]
T T T T T T TT ] T W T T I T TN e T

T T T T AT AT AT 1T AT T E 0 WYY T W (s W e e T T W 1
NN TN T T T T T (T Y T T T TN T TTAT T 1T YT W T MRTY T T e Yy T ]
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Locating Performance Issues

Expand each column marked
pink until you come to the
& Analysis Target ' Analysis Type | | M Summary +% Top-down Tree | | B Tasks and Frames aCtuaI iSSUE

Grouping: IFuncﬁDn / Call 5tack \/
Unfilled Pipeline Slots (Stalls)

Back-end Bound
Function / Call Stadk Memory Bound

L1 Bound L2
Split Loads 4 Aligsing | DTLE Owverh ...

B General Exploration - Sandy Bridge / Ivy Bridge 0 General Exploration viewpoint (chanc

Front-end
Bound

Loads Blocked by Store Forwarding

i€ [Loop at line 201 in compute

F [Loop at line 234 in compute I:u:u:lles]

[ [Loop at line 160 in compute_bodies]

[ CIsqrt |

Fmath_exit [
Selected 1 row(s):

L 2]

0,001 0.000 0.000 0.000 0.000 0.107

Here is the problem, read T
tooltip to learn more J

Loads are blocked during store forwarding for a significant proportion of cydes. Use sourcefassembly view to identify the blodked loads, then identify the problematically-forwarded stores, which
will typically be within the ten dynamic instructions prior to the load. If the forwarding store is smaller than the load, change the store to be the same size as the load.

Threshold: { { { { 13 *LD_BLOCKS.5TORE_FORWARD ) / CPU_CLK_UNHALTED. THREAD ) > 0.05 ) * ( CPU_CLK_UNHALTED. THREAD / > 0.05) )

T

Pick the actual HW event from the formula (LD_BLOCKS.STORE_FORWARD
— typically counts bigger-size loads blocked by smaller stores to the same
address) for further detailed analysis
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Locating Performance Issues

‘ Source

||I LD _BLOCEKS.STORE_FORWARD

FA0 1 F dist~(3/2)
float inv = ragrtf{dist);
float cube =

inw;

inv * inwv

fff compute force
float 3 = cache[jdx +

Here is the culprit line...

6,101,773, 125 (I

417,243,225 00

A I L

0x4015d8
Ox4015da
Ox4015dc
Ox4015de
0x4015e0
0x4015e2

...and its corresponding
disassembly highlighted

0x4015e4
0x4015e6
0x4015e8
0x4015ec
0x4015f0

0x4015f
0x4015fa
0x4015fe

We'd better switch to SSE
and eliminate both store-
forwarding blocks, and
DIV/SQRT latencies

0x401603
0x401503
Ox401607
Ox40160b
Ox40160e
0x401511
0x401613

0x401615

FIEECE

211
211
211
211
211
211
211
211
211
211
211
211
211
211

211
211
211
211
211
211
211

Assembly

LD_BLOCEKS.STORE_FORWARD

faub 3tl, dword ptr [ecxtedi*1+0x8]
fatp dword ptr [espt0x4B8], st0
£f1d =3t0, dword ptr [eapt0xdd]

243,540
0
0
451,507

TODO: Need a static-
analysis best-case
performance estimate
to see potential gains?

|| 0

TODO: Need an
instruction stream view
(unroll loops and calls) to
see border effects?

£f1d =3t0, dword ptr [eap+0xd40]

£fld st0, dword ptr [espt0xis] f
£1d =td, stl

fmulp stZ, 3=td

£1d =td, 3t2

fmulp st3, =t

fxch 3tl0, stl

faddp stZ, 3=td k
fmul st0, st0

faddp stl, =td

fatp dword ptr [espt0xl4], st0

£f1d =3t0, dword ptr [eap+t0xld]

fadd st0, dword ptr [0x422008]

fatp dword ptr [espt0xl4], st0

£1ld st0, dword r [eapt+0xld]

call 0x402€00 < CIsgrt>

Block 4b:

fatp dword ptr [espt0xl4], st0

£1d st0,
2dd esi,
subk ebx,
£1d1l st0
fdivrp stl, stl

fatp dword ptr [esp+0xl4],

dword ptr [espt0xld]
0x10
0xl

3t

Software and Services Group ( in tel
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Eliminating Performance Issues

®% Advanced Hotspots 0 Hardware Event Counts viewpoilill ™ Advanced Hotspots 0 Hardware Event Counts v

& Analysis Target

CPU CLE _UNHALTED.REF TSC

403,406,410,350

CPU _CLE UMHALTED.REF TSC

Elapsed Time: 67.238s Elapsed Time: 29.034s
CPU Time: 161.730s CPU Time: 84,167s SSE
Paused Time: x87 7.172s Done: ~2x speedup Paused Time: 0.468s

Hardware Events Hardware Events
Hardware Event Type Hardware Event Count | Hardware Event Type Hardware Event Count
C3 Residency 0 C3 Residency 1,625,250
6 Residency 172,620,600 C& Residency 173,788,125
C7 Residency ] C7 Residency 1]

209,940, 274 300

CPU_CLK_UNHALTED. THREAD

335,181,469,662

CPU_CLK_UMHALTED. THREAD

197,353,203,515 |

Energy Core 2,044,652,096 Energy Core 1,060,195,992
Energy GFX 163,782,580 Energy GFX 74,204,208
Energy Pack 2,581,173,4964 Energy Pack 1,327,423,134
IMST_RETIRED. AMY 369,794,242,512 INST_RETIRED. AMY 221,528,866,243
Idle Time 669,713,223 Idle Time 665,762,187
Idle Wake-up 47 Idle Wake-up 41
Inactive Time 170, 284021, 504 Inactive Time 69,676,341,9558

LD_BLOCKS. 5TORE_FORWARD

6,680,543,053

LD _BLOCEKS.STORE_FORWARD

12,930,184 |

MEM _LOAD UOPS_RETIRED.L1 HIT PS
Preemption Context Switches

Samples

Synchronization Context Switches

Wait Time

143,257,383,447
1,648

]

7,663
2,357,641,737,443

MEM_LOAD_UOPS_RETIRED.L1 HIT PS5

79,139,834, 483

Preemption Context Switches 835
Samples 0
Synchronization Context Switches 4,536
Wait Time 1,013,593,346, 186
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Joules per Element: Better on GPU

®CPU: —20255 micro-Joules per element (64k elements)

Energy Core 1,060,198,992
Energy GFX 74,204,208
Energy Pack 1,327,423, 184

*GPU: —2332 micro-Joules per element (256k elements)

Energy Core 175,318,256
Energy GFX 346,957,008
Energy Pack 611,333,975

®*GPU is —8X more power efficient!
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Locating ISsueS on GPU @ Elapsed Time: 38.643s

A% Advanced Hotspots 0 Hardware Event Counts viewpoint (change) @

€ Analysis Target i Analysis Type | | Bl Summary | | % PMU Events | | B Uncore Events | | #% Caller/Callee | | #% Top-down Tree Graphics

Grouping: ICDmpuﬁng Task (GPU) / Instance

Computing Task (GPU) / “ Work Size | Computing Task |GF‘U Time by GPU ... | EL Array GPU Memoary ... | GPU L3
Instance Global | Local Render and GPGPU | Activew |Stalled| Ide | Read | Write Misses
ey — ey D — e [T
[F fline257 0.001s 0,000s 0.001s 0.011 0.1 0.815 1.706 1,360 61,386
Selected 1row(s): | 16384 32| 36,6525 0,286s 36,6525 0.390| 0, 0.004| 1,828 0.002 697,596,599
3 (1]
e i i 55 10s 15 [18.0715}0s Bad: GPU stalled 5s
| N 1 N L
E dsetCommandQueusFrop C T I I T T T R R ||||||||| I} 60% of time ﬂ
= malnCF‘.TSErth {0x1398) || [OI lI
[ 1. I
= 1
GPU Core Activity F:fmmmlﬁh.ﬂﬁM..hm_m_ﬂm_M...M_m..ﬂ_h..ﬁﬁ.-.%.mn_ﬁm .................. |
had . . EU Array Stalled
ZE STIIEETEIE L Ugly: High rate of L3 misses | |0.55
and GPU memory references ;
GPU Sampler Activity Y e
TN ——— 0,381
GPU Memary Access ' ; i I|| i Uil [ Euﬂgrlray rdie  PVHPVITVYETYY \ LA Wl
GPU L3 Cache Misses | | VTP VITFTATIT T core Frequency “""Wf'""l'ﬂ“'ﬁ"l"l'"'W'"Ff‘f‘f‘”'f'f??”f‘f‘f’f‘f'ﬁ“f'f‘l"ﬁ"f‘m"l
b, | 1.1 GHz -
-
GPU Texture Memar... GOOd' GPU fuIIy
GPU Software Queus /\ utilized
— . v
GPU Usage l
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Optimized for Shared Local Memory

A% Advanced Hotspots 0 Hardware Event Counts viewpoint (change) @ Graphics
€ Analysis Target | | * Analysis Type | | Bl Summary | | #% PMU Events | | Bl Uncore Events | | #% Caller/Callee | | #% Top-down Tree | | BB Tasks and Frames
Grouping: ICDmputing Task (GPU) / Instance j
Computing Task {GPU) / “ Work Size | Computing Task |GPU Time by GPU ... | EU Array |GP'U Memory ... | GPUL3
Instance Global + Local Total Time ¥r | Averag... | Render and GPGPU | Active | Stalled | Idle | Read | Write Misses
e e P — - o e W WO e
[+ flinezas 16384 32 0.001s 0.000s 0.001s 0,000 0,080 0.000| 0,000 0,000 0]
[+ [Qutside any task] Os Os 0.109s 0.031 0 0.934 0.000 0,000 5,561,137
Selected 1 row(s): 16334 256 32.575= 0.254s 32.575s| 0.573 0.001 0.085 0.001 43,091,238
‘ | K I a
P i 5s 10s 15s [17.052s|  20s 35
| L L L L 1 L L L L | L L L L 1 1 1 L | L
. |dSetCommandQueusProp Stalls dropped down to 40%, =
e | | * gained 10% performance K3
e
GPU Core Activity E .
. . . (a) Elapsed Time: 35.018s/ 2.
N
GPU Compute Shade... . ilizi
Pretty: Utilizing GPU T — |
=] 0.427
GPU Sampler Activity Shared Local Memory =>
lowered L3 misses ) ELl Array Active
GPU Memory Access | P 0,573 |
GPU L3 Cache Misses |~ EU Array Idie I
e . . 0.000
GPU Texture Memar... Core Freguency
1.1 GHz
GPU Software Queue
GPU Usage ' 1
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Avoid Long-Latency Functions

® Some math functions have long latencies in HW

— Compare optimized and non-optimized versions w/o RSQRT:
|

Computing Task (GPU) / I] Waork Size | Computing Task |GPU Time by GPU ... | EUl Array
Instance Global Local Render and GPGPU | Active | Stalled

: 32 0,2755
16334 32 0.001s 0.000s, 0.001s

Idle

Elapsed Time: 37.315s

fline257

Non-opt: No speedup w/o RSQRT: memory stalls
ruined the performance

Computing Task {(GPU) / I] Wark Size Computing Task |GPU Time by GPU ... | EU Array |
Instance Global w

Eﬁinelﬁi} - 11,894 | 0.099s| 11,894 I 0,701 WO 0.003 Elapﬁr&d Tlme: 14.‘]1?5
16384 32 0.001s 0.000s 0.001s

Optimized: ~2.5X speedup w/o RSQRT. ~2X lower stalls
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Locating ldle Power Leaks

Our code wakes the system up but lets the
system stay in C6 for 15% of idleness
(Idle_Time / C6_Residency)

% Advanced Hotspots 0 Hardware Event Counts viewpoint (change) @

€ Analysis Target ' Analysis Type | | Bl Summary Cﬁ RIS | BR Uncore Events | | #% Caller/Callee / sks and Frames | | B8 Graphics
Grouping: IFuncﬁu:un | Call Stack \/
Function [ Call Stack - -
CPU_CLK_UNHALTED. ... | Idle Wake-upw | Idie Time Wait Time C6 Residency
=l [wowsa4cpu. di] 158,256,902,833 126 1,143,310,881 | 837,608,717,747 135,591,275
=l = WaitForsingleObjectEx < WaitForSingleObject 102,562,975 63 539,035,302 401,030,619,945 81,375,850
[=1 P [igdrd32.dll] < [igdrcl32.dll] 85,836,465 52 453,324,550 53,604,833,257 54,865,600
. dEngueueReadBuffer « D2H_od < cpx_intrinsic_coload + cpx_intrinsic_coload 80,982,731 51 453,312,330 53,603,311,271 54,355,600
. dEngueueWriteBuffer + H2D_od < cpx_intrinsic_coload + cpx_intrinsic_coload 4,853,654 1 12,220 1,521,986 ]
[+ P cpx_exported_wait 9,336,980 15 35,545,377 331,079,831,939 26,511,250
. cpyx_intrinsic_thread + BaseThreadInitThunk < RiInitializeExceptionChain < RHIn 4,347,915 1 115,375 11,269,466,7566 ]
F. [pin.exe] 3,041,609 0 0] 76,422,634 0
. criExitProcess < doexit < exit < _tmainCRTStartup < BaseThreadInitThunk < R ] ] ] 65,350 ]
= - SleepEx + Sleep 11,603,835,926 30 144,545,285 145,780,379

dSetCommandQueusProperty < dSetCommandQueueProperty

11,603,835,926 30| 144,545,235 7,422,044 o]

Sleep() in OpenCL runtime both wastes active time and doesn’t
let the system go to C-states.
Note that Sleep(0) is in many cases just an inefficient spin-wait

Software and Services Group ( in tel

<>




Case Study Summary

® \We scrutinized a parallel app, and:
— Proved there are no threading issues
— Found & eliminated a performance issue
— Measured energy per element
— Improved energy consumption 8x by moving from CPU to GPU
— Found inefficiency in GPU memory usage
— Optimized program and gained 10%
> Could gain 2.5x, but were impeded by RSQRT

— Can lower idle power consumption by minimizing wake-ups
in OpenCL runtime
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Conclusions

e Intel® VTune™ Amplifier XE:

— Facilitates micro-architectural analysis
—Uncovers software execution logic
—Reveals threading inefficiencies and cost of parallelism

— Correlates performance/power/parallelism metrics

—lIs a
bridge
between
you and
detailed SW
analysis
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