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Introduction of Fresno State ATLAS group 

Introduction of Fresno-T3 computing infrastructure. 

New role in ATLAS Connect. 

Procedure 

Ongoing work 

Testing/Results 

Summary/Future outlook 
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Outline 



California State University (CSU) 

Harinder Singh Bawa 

 Largest system in the US 

 23 campuses, ~430,000 students 
(Large minority & 1st-generation 
college student populations) 

Fresno State: only CSU campus on 
ATLAS or CMS 

CSU Nuclear and Particle Physics 
Consortium (NUPAC): 14 CSU 
campuses have joined  

  CSU Sacramento will hire new 
ATLAS faculty in 2014 
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http://zimmer.csufresno.edu/~yogao/ATLAS 
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CSUFresno ATLAS Computing Cluster(T3) 

 176 Cores &110 TB   funded by $620K NSF MRI grant (3/2010 to 8/2013) 

 Typical Tier-3 which has Grid connectivity such that it is able to get ATLAS 

data from the Grid & jobs running on condor batch system. 

 ~100 Cores & ~45 TB  to be added soon (funded by Fresno State) 
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CSUFresno Network Map  

Upgrade Scheduled in Summer 2014, Currently 1Gb/s 
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 Strong Support from Fresno State IT: Jay, Choa-lin, Mike Garvey, etc. 



AtlasConnect: http://atlas.ci-connect.net/ 

MWT2 

CSUF 
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o Set of computing services designed to use the existing resources used by US 

ATLAS people, focusing on batch processing. 



 Sign-in to the identity management system http://atlas.ci-
connect.net/ 

 InCommon Registration 

 This allows you to enroll using your existing campus identifier and 
credentials, provided that your home institution is a member of 
the InCommon Federation 

 Globus Online Registration 

 you'll only need to provide your name, email address, a username 
you want to use, and a password. You will also need to validate 
your email address. 

 Linking a Globus Online account 

 This will link your account information together, allowing you to 
sign in using your InCommon.  
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Registrations and logins steps  



Tracking the jobs: Condor 
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Ganglia Monitor:   http://129.8.242.180/ganglia/ 
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 Hardware upgrade: 
 ~100 Cores & ~45 TB to be added soon (funded by 

Fresno State) 
 

 Testing the new setup(Atlas Connect):  
 Aim to test the system with i/o storage and we plan 

to test the system with jobs: 
 cpu  intensive only   
 cpu with minimal input and output data requirements 
 cpu with heavy input but minimal output  
 cpu with both heavy input and output  
 Any other tests/suggestions? 
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Ongoing work 
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 Fresno State’s Tier-3 has been working since 
2011. Hardware/10 Gb network upgrades soon 

 Goal: Provide these computing resources to 
ATLAS using ATLAS Connect 

 Test-bed for ATLAS Connect configuration (Thanks 
Rob, Lincoln, and others for help!) 

 Will work closely with ATLAS Connect people to 
validate the idea and provide the 
experience/documentation for other Tier-3’s to 
follow 
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Summary/Future Outlook 
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Local Tier 2 Cloud 

Bestman Storage Resource 
Manager (SRM) (fileserver) 

Tier 3g configuration 

Batch (Condor) 

User jobs 

Users Interactive node 

Pathena/Prun 
– to grid 

User’s home area 
Atlas/common software 
Atlas data 

 

The 
Grid 

NFSV4 mounts 

User jobs 

Gridftp server 

+ web server for  

Panda logs 


