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doublet models predict a substantial impact on the ratio173

R(D), and a smaller effect on R(D∗) due to the spin of174

the D∗ meson.175

The decay B → D∗τ−ντ was first observed in 2007176

by the Belle Collaboration [13]. Since then, both BABAR177

and Belle have published improved measurements, and178

have found evidence for B → Dτ−ντ decays [14–16]. Up179

to now, the measured values for R(D) and R(D∗) have180

consistently exceeded the SM expectations, though the181

significance of the excess is low due to the large statistical182

uncertainties.183

We recently presented an update of the earlier mea-184

surement [14] based on the full BABAR data sample [17].185

This update included improvements to the event recon-186

struction that increased the signal efficiency by more187

than a factor of 3. In the following, we describe the anal-188

ysis in greater detail, present the distributions of some189

important kinematic variables, and expand the interpre-190

tation of the results.191

We choose to reconstruct only the purely leptonic de-192

cays of the τ lepton, τ− → e−νeντ and τ− → µ−νµντ ,193

so that B → D(∗)τ−ντ and B → D(∗)#−ν" decays are194

identified by the same particles in the final state. This195

leads to the cancellation of various detection efficiencies196

and the reduction of related uncertainties on the ratios197

R(D(∗)).198

Candidate events originating from Υ (4S) → BB de-199

cays are selected by fully reconstructing the hadronic de-200

cay of one of the B mesons (Btag), and identifying the201

semileptonic decay of the other B by a charm meson202

(charged or neutral D or D∗ meson), a charged lepton203

(either e or µ) and the missing momentum and energy in204

the whole event.205

Yields for the signal decays B → D(∗)τ−ντ and the206

normalization decays B → D(∗)#−ν" are extracted by an207

unbinned maximum-likelihood fit to the two-dimensional208

distributions of the invariant mass of the undetected par-209

ticles m2
miss = p2

miss = (pe+e− −pBtag −pD(∗) −p")
2 (where210

pe+e− , pBtag , pD(∗) , and p" refer to the four-momenta of211

the colliding beams, the Btag, the D(∗), and the charged212

lepton, respectively) versus the lepton three-momentum213

in the B rest frame, |p∗
" |. The m2

miss distribution for de-214

cays with a single missing neutrino peaks at zero, whereas215

signal events, which have three missing neutrinos, have a216

broad m2
miss distribution that extends to about 9 GeV2.217

The observed lepton in signal events is a secondary par-218

ticle from the τ decay, so its |p∗
" | spectrum is softer than219

for primary leptons in normalization decays.220

The principal sources of background originate from BB221

decays and from continuum events, i.e., e+e− → ff(γ)222

pair production, where f = u, d, s, c, τ . The yields and223

distributions of these two background sources are derived224

from selected data control samples. The background de-225

cays that are most difficult to separate from signal decays226

come from semileptonic decays to higher-mass, excited227

charm mesons, since they can produce similar m2
miss and228

|p∗
" | values to signal decays and their branching fractions229

and decay properties are not well known. Thus, their230
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FIG. 1. Parton level diagram for B → D(∗)τ−ντ decays.
The gluon lines illustrate the QCD interactions that affect
the hadronic part of the amplitude.

impact on the signal yield is examined in detail.231

The choice of the selection criteria and fit configura-232

tion are based on samples of simulated and data events.233

To avoid bias in the determination of the signal yield,234

the signal region was blinded for data until the analysis235

procedure was settled.236

II. THEORY OF B → D(∗)τ−ντ DECAYS237

A. Standard Model238

Given that leptons are not affected by quantum chro-239

modynamic (QCD) interactions (see Fig. 1), the matrix240

element of B → D(∗)τ−ντ decays can be factorized in241

the form [5]242

Mλτ

λ
D(∗)

(q2, θτ ) =
GF Vcb√

2

∑

λW

ηλW Lλτ

λW
(q2, θτ )H

λ
D(∗)

λW
(q2),

(2)

where Lλτ

λW
and H

λ
D(∗)

λW
are the leptonic and hadronic243

currents defined as244

Lλτ

λW
(q2, θτ ) ≡ εµ(λW ) 〈τ ντ |τ γµ(1 − γ5) ντ |0〉 , (3)

H
λ

D(∗)

λW
(q2) ≡ ε∗µ(λW )

〈
D(∗) |c γµ(1 − γ5) b|B

〉
. (4)

Here, ε are polarization vectors, the indices λ refer to245

the helicities of the W , D(∗), and τ , q = pB − pD(∗) is246

the four-momentum of the virtual W , and θτ is the angle247

between the τ and the D(∗) three-momenta measured in248

the rest frame of the virtual W . The metric factor η in249

Eq. 2 is η{±,0,s} = {1, 1, −1}, where λW = ±, 0, and s250

refer to the four helicity states of the virtual W boson (s251

is the scalar state which, of course, has helicity 0).252

The leptonic currents can be calculated analytically253

with the standard framework of electroweak interactions.254

In the rest frame of the virtual W (W ∗), they take the255

form [18]:256

L−
± = −2

√
q2vd±, L+

± = ∓
√

2mτvd0, (5)

L−
0 = −2

√
q2vd0, L+

0 =
√

2mτv(d+ − d−), (6)

L−
s = 0, L+

s = −2mτv, (7)

with257

v =

√
1 − m2

τ

q2
, d± =

1 ± cos θτ√
2

, d0 = sin θτ . (8)
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i Motivation

Flavor physics and physics beyond the Standard
Model (SM):

* Precision measurements in Flavor sector

l
Constrain new physics O(500GeV− 1TeV )

* Directs where direct search are promising.

SM Semileptonic decays: Weak b → c transi-
tion moderated by a (virtual) W boson:

* HSM
eff = 4GFVcb√

2
[(c̄γµPLb) (τ̄ γµPLντ )]

PL = projection operators, h.c. term dropped

BSM Contributions: 2 Higgs Doublet Model
(2HDM) type II or III
an extension of the Higgs mechanism necessary e.g. for SUSY

* HSM
eff +

4GFVcb√
2

[SL (c̄PLb) (τ̄PLντ ) + SR (c̄PRb) (τ̄PLντ )]

in type II SL = 0; in type III:SL 6= 0

Beyond SM decay:

→ Charged Higgs mediator
modifies decay rate

→ Function of tan β/m
H±

4

doublet models predict a substantial impact on the ratio173

R(D), and a smaller effect on R(D∗) due to the spin of174

the D∗ meson.175

The decay B → D∗τ−ντ was first observed in 2007176

by the Belle Collaboration [13]. Since then, both BABAR177

and Belle have published improved measurements, and178

have found evidence for B → Dτ−ντ decays [14–16]. Up179

to now, the measured values for R(D) and R(D∗) have180

consistently exceeded the SM expectations, though the181

significance of the excess is low due to the large statistical182

uncertainties.183

We recently presented an update of the earlier mea-184

surement [14] based on the full BABAR data sample [17].185

This update included improvements to the event recon-186

struction that increased the signal efficiency by more187

than a factor of 3. In the following, we describe the anal-188

ysis in greater detail, present the distributions of some189

important kinematic variables, and expand the interpre-190

tation of the results.191

We choose to reconstruct only the purely leptonic de-192

cays of the τ lepton, τ− → e−νeντ and τ− → µ−νµντ ,193

so that B → D(∗)τ−ντ and B → D(∗)#−ν" decays are194

identified by the same particles in the final state. This195

leads to the cancellation of various detection efficiencies196

and the reduction of related uncertainties on the ratios197

R(D(∗)).198

Candidate events originating from Υ (4S) → BB de-199

cays are selected by fully reconstructing the hadronic de-200

cay of one of the B mesons (Btag), and identifying the201

semileptonic decay of the other B by a charm meson202

(charged or neutral D or D∗ meson), a charged lepton203

(either e or µ) and the missing momentum and energy in204

the whole event.205

Yields for the signal decays B → D(∗)τ−ντ and the206

normalization decays B → D(∗)#−ν" are extracted by an207

unbinned maximum-likelihood fit to the two-dimensional208

distributions of the invariant mass of the undetected par-209

ticles m2
miss = p2

miss = (pe+e− −pBtag −pD(∗) −p")
2 (where210

pe+e− , pBtag , pD(∗) , and p" refer to the four-momenta of211

the colliding beams, the Btag, the D(∗), and the charged212

lepton, respectively) versus the lepton three-momentum213

in the B rest frame, |p∗
" |. The m2

miss distribution for de-214

cays with a single missing neutrino peaks at zero, whereas215

signal events, which have three missing neutrinos, have a216

broad m2
miss distribution that extends to about 9 GeV2.217

The observed lepton in signal events is a secondary par-218

ticle from the τ decay, so its |p∗
" | spectrum is softer than219

for primary leptons in normalization decays.220

The principal sources of background originate from BB221

decays and from continuum events, i.e., e+e− → ff(γ)222

pair production, where f = u, d, s, c, τ . The yields and223

distributions of these two background sources are derived224

from selected data control samples. The background de-225

cays that are most difficult to separate from signal decays226

come from semileptonic decays to higher-mass, excited227

charm mesons, since they can produce similar m2
miss and228

|p∗
" | values to signal decays and their branching fractions229

and decay properties are not well known. Thus, their230
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FIG. 1. Parton level diagram for B → D(∗)τ−ντ decays.
The gluon lines illustrate the QCD interactions that affect
the hadronic part of the amplitude.

impact on the signal yield is examined in detail.231

The choice of the selection criteria and fit configura-232

tion are based on samples of simulated and data events.233

To avoid bias in the determination of the signal yield,234

the signal region was blinded for data until the analysis235

procedure was settled.236

II. THEORY OF B → D(∗)τ−ντ DECAYS237

A. Standard Model238

Given that leptons are not affected by quantum chro-239

modynamic (QCD) interactions (see Fig. 1), the matrix240

element of B → D(∗)τ−ντ decays can be factorized in241

the form [5]242

Mλτ

λ
D(∗)

(q2, θτ ) =
GF Vcb√

2

∑

λW

ηλW Lλτ

λW
(q2, θτ )H

λ
D(∗)

λW
(q2),

(2)

where Lλτ

λW
and H

λ
D(∗)

λW
are the leptonic and hadronic243

currents defined as244

Lλτ

λW
(q2, θτ ) ≡ εµ(λW ) 〈τ ντ |τ γµ(1 − γ5) ντ |0〉 , (3)

H
λ

D(∗)

λW
(q2) ≡ ε∗µ(λW )

〈
D(∗) |c γµ(1 − γ5) b|B

〉
. (4)

Here, ε are polarization vectors, the indices λ refer to245

the helicities of the W , D(∗), and τ , q = pB − pD(∗) is246

the four-momentum of the virtual W , and θτ is the angle247

between the τ and the D(∗) three-momenta measured in248

the rest frame of the virtual W . The metric factor η in249

Eq. 2 is η{±,0,s} = {1, 1, −1}, where λW = ±, 0, and s250

refer to the four helicity states of the virtual W boson (s251

is the scalar state which, of course, has helicity 0).252

The leptonic currents can be calculated analytically253

with the standard framework of electroweak interactions.254

In the rest frame of the virtual W (W ∗), they take the255

form [18]:256

L−
± = −2

√
q2vd±, L+

± = ∓
√

2mτvd0, (5)

L−
0 = −2

√
q2vd0, L+

0 =
√

2mτv(d+ − d−), (6)

L−
s = 0, L+

s = −2mτv, (7)

with257

v =

√
1 − m2

τ

q2
, d± =

1 ± cos θτ√
2

, d0 = sin θτ . (8)

Motivation

Use rate and final state kinematic to
constrain parameter space of these
models.
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ii BABAR detector & experimental methods
BABAR was a multipurpose experiment operated at the Pep-II B-Factory
colliding e+ e− at the energy of the Υ(4S) resonance at

√
s = 10.58 GeV with the focus

CP violation, τ physics, ISR, b and c quark decays

Positron Source

Nor th Damping Ring

Linac

South Damping Ring

e-gun

200 MeV
injector

Positron Retur n Line

PEP II
Low Energy
Ring (LER)

PEP II
High Energy
Ring (HER)

BABAR
Detector

3 km

Fig. 4.1 The PEP-II storage ring and the SLAC Linear Accelerator is shown. The low-
energy ring (LER) for the positrons is depicted in red. The high-energy ring for
the electrons (HER) is depicted in blue. The position of the BABAR detector is
marked with a blue asteriks. The illustration was taken from Ref. [56].
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Fig. 4.2 The recorded and delivered luminosities at BABAR for run periods 1 to 7 are shown.
The image was taken from [55].

luminosity was taken below the �(4S) resonance at about 10.54 GeV. The latter recored events
are important for estimating and statistically subtracting contributions from e+ e≠ æ hadrons
productions. Run period 7 measured the � resonances beyond and below the �(4S) resonance.

4.2. The BABAR detector
The design of the BABAR detector was optimized for a maximal geometric acceptance with
respect to the directions of the produced B mesons in the laboratory system. In order to recon-
struct the decay products of the B mesons, an excellent vertex resolution, tracking system, and
particle discrimination are needed. Fig. 4.3 shows the sectional drawing of the BABAR detector
and the most important components of the detector are summarized in the following. It is con-

52

Fig. 4.3 The BABAR detector is shown: (1) silicon vertex tracker; (2) drift chamber; (3)
detector of internally reflected cherenkov light; (4) electromagnetic calorimeter;
(5) superconducting coil; (6) instrumented flux return. The illustration is from
Ref. [54].

venient to parametrize the detector with cylindrical coordinates, i.e. (z,„,fl) where z is defined
parallel to the beam axis, „ the azimuthal angle, and fl the radius of the cylinder with respect
to the beam axis. Further, ◊ denotes the polar angle with respect to z.

4.2.1. The silicon vertex tracker

The silicon vertex tracker is the detector component closest to the beam pipe and consists
of five concentric cylindrical layers of double-sided silicon strip detectors, cf. Fig. 4.4, which
provide an accurate measurement of charged tracks. The inner three layers have six detector
modules. The two outer layers have 16 and 18 detector modules. The strips on the inner sides
of each module are orientated perpendicular to the beam direction and allows to measure the
z coordinate. The strips on the outer side are oriented along the beam direction, what allows
the determination of „. The three-inner most layers have a resolution of (10 ≠ 55)µm, the
outer layers of (30 ≠ 40)µm. The measured values for z and „ can be extrapolated to precisely
determine the initial vertex of the charged particles. Low momentum charged tracks, i.e. from
particles with a transverse momentum of less than 100 MeV/c2 do not pass any other detector
compnent and are reconstructed by the silicon vertex tracker alone. For higher momentum
tracks, the information of the silicon vertex tracker is combined with other tracking information
to determine the kinematic of the charged particle.
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luminosity was taken below the �(4S) resonance at about 10.54 GeV. The latter recored events
are important for estimating and statistically subtracting contributions from e+ e≠ æ hadrons
productions. Run period 7 measured the � resonances beyond and below the �(4S) resonance.

4.2. The BABAR detector
The design of the BABAR detector was optimized for a maximal geometric acceptance with
respect to the directions of the produced B mesons in the laboratory system. In order to recon-
struct the decay products of the B mesons, an excellent vertex resolution, tracking system, and
particle discrimination are needed. Fig. 4.3 shows the sectional drawing of the BABAR detector
and the most important components of the detector are summarized in the following. It is con-
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(1) Silicon vertex tracker; (2) Drift chamber; (3) Cherenkov light detector; (4) Electromagnetic calorimeter; (5)

superconducting coil; (6) Flux return & Muon detection

Recorded 432/fb or about 471 million Υ(4S)→ BB̄ decays
all of them are used in this analysis.
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iii.a Analysis overview

Reconstruct B̄ → D(∗)τ− ν̄τ with τ− → `−ν̄`

To reconstruct the missing momentum of the
neutrino: try to fully reconstruct the 2nd B

↓
* Υ(4S)→ BB̄ decays are tagged by

hadronic decays of one of the B mesons

* Semi-exclusive algorithm; constructing
many 2nd B candidates per event

→ Select best candiate with lowest Eextra

Eextra = energy sum of all photons not associated with

BB̄ pair; minimal threshold 50 MeV.

Hadronic reconstruction efficiency: εtag

challenging to derive reliably
↓

* Can be avoided with ratio of two branching fractions:

ε
decay 1
tag /ε

decay 2
tag = 1

when decays have the same final state topology

`

of the

⌥(4S)

e�

e+

B

B

recoil

. . .

tag

J/ 
µ+

µ�

K+
⇡�

⌫̄⌧

⌧�

D
K

⇡

Illustration of hadronic ’tag’ and ’recoil’ B

Measurement Goal

R(D∗) =
B(B̄→D(∗)τν̄τ )

B(B̄→D(∗)`ν̄`)

Benefits: Dependency on |Vcb|
drop out, QCD form factor un-
certainties correlated, εtag drops
out.
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iii.b Multivariate background suppression

After initial selection B̄ → D(∗) (τ/`) ν̄ ac-
count only for 2% of the total events

↓
Kinematic cut on q2 = (pB − pD∗)2 rejects most
semileptonic background q2

min = m2
`

Boosted Decision Tree to separate semileptonic
decays with q2 > 4 GeV2 from other background

* Trained with 8 variables on simulated
signal and background

↓
After BDT selection B̄ → D(∗) (τ/`) ν̄ purity
increases to 39%

11

S/B = 20/145. For this decay mode, typically 3.5 of770

the 8 Btag final state particles are incorrectly associ-771

ated with the second B decay in the event or otherwise772

misidentified. Based on this study, we only retain Btag773

decay chains with Rtc > 0.3. With this criterion, we re-774

move 2100 Btag kinematic modes, eliminate 2/3 of the775

combinatorial background, and retain 85% of the signal776

B → D(∗)τ−ντ decays. Thanks to this procedure, the av-777

erage number of candidates per event before single can-778

didate selection is reduced to 1.8 for the D0# and D+#779

samples, and 3.1 and 4.8 for the D∗0# and D∗+# samples,780

respectively.781

B. Selection of the D(∗)π0" Control Samples782

To constrain the B → D∗∗(τ−/#−)ν background, we783

select four D(∗)π0# control samples, identical to the D(∗)#784

samples except for an additional reconstructed π0. The785

π0 is selected in the mass range mγγ ∈ [120, 150] MeV.786

Decays of the form B → D(∗)π#ν peak at m2
miss = 0 in787

these samples. As a result, we can extract their yields to-788

gether with the signal and normalization yields by fitting789

the D(∗)# and D(∗)π0# samples simultaneously.790

More than half of the events in these control samples791

originate from continuum e+e− → qq(γ) events. Since792

the fragmentation of light quarks leads to a two-jet event793

topology, this background is very effectively suppressed794

by the requirement | cos∆θthrust| < 0.8, where ∆θthrust795

is the angle between the thrust axes of the Btag and of796

the rest of the event. Since B mesons originating from797

Υ (4S) decays are produced just above threshold, their798

final state particles are emitted almost isotropically, and,799

therefore, the cos∆θthrust distribution is uniform. As800

a result, the loss of B → D∗∗(τ−/#−)ν decays due to801

this restriction is significantly smaller than the amount802

of continuum events rejected.803

C. Optimization of the Signal Selection804

We introduce criteria that discriminate signal from805

background, and also differentiate between signal B →806

D(∗)τ−ντ and B → D(∗)#−ν# decays. For semileptonic807

decays the minimum momentum transfer is largely de-808

termined by the mass of the charged lepton. For decays809

involving τ leptons, q2
min = m2

τ # 3.16 GeV2. Thus the810

selection q2 > 4 GeV2 retains 98% of the B → D(∗)τ−ντ811

decays and rejects more that 30% of the B → D(∗)#−ν#812

decays. The event sample with q2 < 4 GeV2 is domi-813

nated by B → D(∗)#−ν# and serves as a very clean data814

sample for comparisons with the MC simulation. To re-815

ject background from hadronic B decays in which a pion816

is misidentified as muon, we require |pmiss| > 200 MeV,817

where |pmiss| is the missing momentum in the c.m. frame.818

To further improve the separation of well-819

reconstructed signal and normalization decays from820

various backgrounds, we employ a boosted decision821
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FIG. 4. (Color online). Input variables for the BDT selector
trained on the D∗0! sample. Histograms are normalized to
1000 entries.

tree (BDT) multivariate method [35]. This method822

relies on simple classifiers which determine signal823

and background regions by using binary selections824

on various input distributions. For each of the four825

D(∗)# samples, we train a BDT to select signal and826

normalization events and reject B → D∗∗(τ−/#−)ν827

and charge cross-feed backgrounds. Each BDT selector828

relies on the simulated distributions of the following829

variables: (a) Eextra; (b) ∆E; (c) the reconstructed mass830

of the signal D(∗) meson; (d) the mass difference for the831

reconstructed signal D∗: ∆m = m(Dπ) − m(D); (e)832

the reconstructed mass of the seed meson of the Btag;833

(f) the mass difference for a D∗ originating from the834

Btag, ∆mtag = m(Dtagπ) − m(Dtag); (g) the charged835

particle multiplicity of the Btag candidate; and (h)836

cos∆θthrust. The input distributions for one of the BDT837

8 input variables of the BDT
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iii.c Signal and Background separation

Signal and Background separation: unbinned
extended maximum likelihood fit in 2D

* Lepton 3-momentum in B meson rest
frame: |p∗` |
B → D(∗)τν̄τ signal: Lepton from τ → ` ν̄` decay

* Missing mass squared: m2
miss

= m2
ν = (pBtag − pD(∗) − p`)

2

Signal & Background PDFs:

2D Gaussian kernel estimators with
appropriate smoothing from simulated
signal and background decays

Statistical uncertainty on shape
introduced as nuisance parameter in fit.
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FIG. 6. (Color online) Projections of the simulated m2
miss

and |p∗
! | distributions and the PDFs for the following contri-

butions to the D0! sample: (a), (b) D0τν; (c), (d) D0!ν; (e),
(f) D∗0!ν; (g), (h) D∗∗(!/τ )ν, and (i), (j) BB background.
The light and dark blue (gray) bands mark the 1σ and 2σ en-
velopes of the variations of the PDF projections due to their
statistical uncertainty.

up to 7 GeV2. Figure 6 shows one-dimensional projec-1019

tions of five two-dimensional PDFs. The bands indicate1020

the statistical uncertainty on the PDFs estimated with a1021

bootstrap algorithm [37].1022

The m2
miss distributions of signal and normalization are1023

very distinct due to the different number of neutrinos1024

in the final state. The m2
miss distributions of the back-1025

grounds resemble those of the signal, and therefore these1026

contributions to the fit are either fixed or constrained by1027

the D(∗)π0" samples.1028

To validate the PDFs and the fit procedure, we divide1029

the large sample of simulated BB events into two: sam-1030

ple A with about 3.3×109 BB events, and sample B with1031

9.4 × 108 BB events. We determine the PDFs with sam-1032

ple A, and create histograms by integrating the PDFs1033

in bins of their m2
miss and |p∗

! | projections. We com-1034

pare the resulting histograms with the events in sample1035

A, and derive a χ2 based on the statistical significance1036

of the difference for each bin. The distribution of the1037

corresponding p values for these PDFs is uniform, as ex-1038

pected for an unbiased estimation. As another test, we1039

extract the signal and normalization yields from fits to1040

the events of sample B, using the PDFs obtained from1041

sample A. Again, the results are compatible with an un-1042

biased fit. Furthermore, we validate the fit procedure1043

based on a large number of pseudo experiments gener-1044

ated from these PDFs. Fits to these samples also show1045

no bias in the extracted signal and normalization yields.1046

C. Fit Results1047

Figures 7 and 8 show the m2
miss and |p∗

! | projections1048

of the fits to the D(∗)" samples. In Fig. 7, the |p∗
! |1049

projections do not include events with m2
miss > 1 GeV2,1050

i.e., most of the signal events. In Fig. 8, the vertical1051

scale is enlarged and the horizontal axis is extended for1052

the m2
miss projection to reveal the signal and background1053

contributions. The |p∗
! | projections emphasize the signal1054

events by excluding events with m2
miss < 1 GeV2. Both1055

figures demonstrate that the fit describes the data well1056

and the observed differences are consistent with the sta-1057

tistical and systematic uncertainties on the PDFs and1058

the background contributions.1059

Figure 9 shows the m2
miss and |p∗

! | projections of the fit1060

to the four D(∗)π0" samples. The narrow m2
miss peak is1061

described well by the fit. It tightly constrains contribu-1062

tions from B → D(∗)π"ν decays, including the nonreso-1063

nant D(∗)π states as well as decays of D∗∗ states, narrow1064

or wide. There appears to be a small excess of events1065

in the data for 1 < m2
miss < 2 GeV2. This might be1066

an indication for an underestimation of the D∗∗("/τ)ν1067

background. The impact of this effect is assessed as a1068

systematic uncertainty.1069

The fit determines, for each signal decay mode, the1070

number of signal events in the data sample, Nsig, and the1071

corresponding number of normalization events, Nnorm.1072

We derive the ratios of branching fractions as1073

R(D(∗)) =
Nsig

Nnorm

εnorm

εsig
, (29)

where εsig/εnorm is the ratio of efficiencies (including1074

the τ± branching fractions) taken from MC simula-1075

tion. These relative efficiencies are larger for R(D) than1076

for R(D∗), because the q2 > 4 GeV2 requirement re-1077

jects a larger fraction of B → D"−ν! decays than of1078

B → D∗"−ν! decays, while keeping almost 100% of1079

B → D(∗)τ−ντ decays..1080

The results of the fits in terms of the number of events,1081

the efficiency ratios, and R(D(∗)) are listed in Table VIII,1082

for both the standard and the isospin-constrained fits.1083

Due to the large signal feed-down, there are significant1084

negative correlations between the fits to the D" and D∗"1085

samples. The statistical correlations are −0.59 for R(D0)1086

and R(D∗0), −0.23 for R(D+) and R(D∗+), and −0.451087

for R(D) and R(D∗).1088

(a,b) D0τν ; (c,d) D0`ν; (e,f) D∗0`ν; (g,h)

D∗∗(`/τ)ν and (i,j) other BB̄ background
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iii.d Fit result for 4 final states: D0 `, D∗0 `, D+ `, D∗+ `

Fit results:
isospin uncon. fit

2D projections
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FIG. 8. (Color online). Comparison of the m2
miss and |p∗

! | distributions of the D(∗)! samples (data points) with the projections of
the results of the isospin-unconstrained fit (stacked colored distributions). The region above the dashed line of the background
component corresponds to BB background and the region below corresponds to continuum. The peak at m2

miss = 0 in
the background component is due to charge cross-feed events. The |p∗

! | distributions show the signal-enriched region with
m2

miss ≥ 1GeV2, thus excluding most of the normalization events in these samples.

D(∗)!ν PDFs with each set of 1000 Gaussian variations1124

of the parameter values, and repeat the fit with each set1125

of PDFs to determine the impact on R(D(∗)).1126

D∗∗ → D(∗)(π0/π±) fraction: The simulation of1127

D∗∗(!/τ)ν decays only includes the two-body decays1128

D∗∗ → D(∗)π of the four L = 1 charm meson states.1129

The ratio of D∗∗ → D(∗)π0 decays to D∗∗ → D(∗)π±
1130

decays which is fixed by isospin relations has a signifi-1131

cant impact on the PDFs, because D∗∗ → D(∗)π0 de-1132

cays result in a sharply peaked m2
miss distribution for the1133

D(∗)π0! samples. The measured uncertainty on the π0
1134

detection efficiency is 3%. We assume a 4% uncertainty1135

to the probability that a low momentum charged pion1136

from D∗∗ → D(∗)π± decays is misassigned to the Btag1137

decay. Combining these two uncertainties, we arrive at1138

an uncertainty on the relative proportion of the two-body1139

decays of D∗∗ of 5%. We repeat the fit increasing and de-1140

creasing this ratio by 5%, and adopt the largest variation1141

of the isospin-constrained fit results as the systematic un-1142

certainty.1143

B → D∗∗!−ν! branching fractions: Since decays1144

to the four D∗∗ states are combined in the B →1145

D(∗)(τ−/!−)ν samples, the PDFs depend on the rel-1146

ative B → D∗∗!−ν! branching fractions for the four1147

L = 1 states [4]. The impact of the branching frac-1148

tion uncertainties is assessed by recalculating the B →1149

D(∗)(τ−/!−)ν PDFs and adopting the variation of the fit1150

results from the ensemble of PDFs as the uncertainty.1151

B → D∗∗(τ−/!−)ν branching fractions: As noted1152

above, the sharp peak in the m2
miss distribution of the1153

D(∗)π0! samples constrains contributions from B →1154

D(∗)π!ν decays. Events with additional unreconstructed1155

particles contribute to the tail of the m2
miss distribution1156

and, thus, are more difficult to separate from other back-1157

grounds and signal events. This is the case for B →1158

D∗∗τ−ντ decays, which are combined with B → D∗∗!−ν!1159

decays in the D∗∗(!/τ)ν PDFs with the relative propor-1160

tion R(D∗∗)PS = 0.18. This value has been derived1161

Results for R(D(∗)):
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TABLE VIII. Results of the isospin-unconstrained (top four rows) and isospin-constrained fits (last two rows). The columns

show the signal and normalization yields, the ratio of their efficiencies, R(D(∗)), the signal branching fractions, and Σstat

and Σtot, the statistical and total significances of the measured signal yields. Where two uncertainties are given, the first is
statistical and the second is systematic. The second and third uncertainties on the branching fractions B(B → D(∗)τ−ντ )

correspond to the systematic uncertainties due to R(D(∗)) and B(B → D(∗)!−ν!), respectively. The stated branching fractions
for the isospin-constrained fit refer to B− decays.

Decay Nsig Nnorm εsig/εnorm R(D(∗)) B(B → D(∗)τν) (%) Σstat Σtot

B− → D0τ−ντ 314 ± 60 1995 ± 55 0.367 ± 0.011 0.429 ± 0.082 ± 0.052 0.99 ± 0.19 ± 0.12 ± 0.04 5.5 4.7

B− → D∗0τ−ντ 639 ± 62 8766 ± 104 0.227 ± 0.004 0.322 ± 0.032 ± 0.022 1.71 ± 0.17 ± 0.11 ± 0.06 11.3 9.4

B0 → D+τ−ντ 177 ± 31 986 ± 35 0.384 ± 0.014 0.469 ± 0.084 ± 0.053 1.01 ± 0.18 ± 0.11 ± 0.04 6.1 5.2

B0 → D∗+τ−ντ 245 ± 27 3186 ± 61 0.217 ± 0.005 0.355 ± 0.039 ± 0.021 1.74 ± 0.19 ± 0.10 ± 0.06 11.6 10.4

B → Dτ−ντ 489 ± 63 2981 ± 65 0.372 ± 0.010 0.440 ± 0.058 ± 0.042 1.02 ± 0.13 ± 0.10 ± 0.04 8.4 6.8

B → D∗τ−ντ 888 ± 63 11953 ± 122 0.224 ± 0.004 0.332 ± 0.024 ± 0.018 1.76 ± 0.13 ± 0.10 ± 0.06 16.4 13.2
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iii.e Systematic Uncertainties

Full set of systematic uncertainties is evaluated:

19

TABLE V. Systematic uncertainties and correlations on R(D(∗)) for the isospin-unconstrained (columns 1–4 and 7–8) and
isospin-constrained (columns 5–6 and 9) fits. The total uncertainties and correlations are calculated based on Eq. 30.

Fractional uncertainty (%) Correlation

Source of uncertainty R(D0) R(D∗0) R(D+) R(D∗+) R(D) R(D∗) D0/D∗0 D+/D∗+ D/D∗

Additive uncertainties

PDFs

MC statistics 6.5 2.9 5.7 2.7 4.4 2.0 −0.70 −0.34 −0.56

B → D(∗)(τ−/"−)ν FFs 0.3 0.2 0.2 0.1 0.2 0.2 −0.52 −0.13 −0.35

D∗∗ → D(∗)(π0/π±) 0.7 0.5 0.7 0.5 0.7 0.5 0.22 0.40 0.53

B(B → D∗∗"−ν!) 1.0 0.4 1.0 0.4 0.8 0.3 −0.63 −0.68 −0.58

B(B → D∗∗τ−ντ ) 1.2 2.0 2.1 1.6 1.8 1.7 1.00 1.00 1.00

D∗∗ → D(∗)ππ 2.1 2.6 2.1 2.6 2.1 2.6 0.22 0.40 0.53

Cross-feed constraints

MC statistics 2.6 0.9 2.1 0.9 2.4 1.5 0.02 −0.02 −0.16

fD∗∗ 6.2 2.6 5.3 1.8 5.0 2.0 0.22 0.40 0.53

Feed-up/feed-down 1.9 0.5 1.6 0.2 1.3 0.4 0.29 0.51 0.47

Isospin constraints – – – – 1.2 0.3 – – −0.60

Fixed backgrounds

MC statistics 4.3 2.3 4.3 1.8 3.1 1.5 −0.48 −0.05 −0.30

Efficiency corrections 4.8 3.0 4.5 2.3 3.9 2.3 −0.53 0.20 −0.28

Multiplicative uncertainties

MC statistics 2.3 1.4 3.0 2.2 1.8 1.2 0.00 0.00 0.00

B → D(∗)(τ−/"−)ν FFs 1.6 0.4 1.6 0.3 1.6 0.4 0.00 0.00 0.00

Lepton PID 0.9 0.9 0.9 0.8 0.9 0.9 1.00 1.00 1.00

π0/π± from D∗ → Dπ 0.1 0.1 0.0 0.0 0.1 0.1 1.00 1.00 1.00

Detection/Reconstruction 0.7 0.7 0.7 0.7 0.7 0.7 1.00 1.00 1.00

B(τ− → "−ν̄!ντ ) 0.2 0.2 0.2 0.2 0.2 0.2 1.00 1.00 1.00

Total syst. uncertainty 12.2 6.7 11.4 6.0 9.6 5.6 −0.21 0.10 0.05

Total stat. uncertainty 19.2 9.8 18.0 11.0 13.1 7.1 −0.59 −0.23 −0.45

Total uncertainty 22.8 11.9 21.3 12.5 16.2 9.0 −0.48 −0.15 −0.27

TABLE VI. Additional B → D∗∗"−ν! decays and the MC
model implemented for their decays. The fourth decay mode
refers to three-body decay of the four L = 1 D∗∗ states.

Decay Decay model

Non-resonant B → D(∗)π"ν! Goity-Roberts [39]

Non-resonant B → D(∗)ππ"ν! Phase Space

B → D(∗)η"ν! Phase Space

B → D∗∗(→ D(∗)ππ)"ν! ISGW2 [32]

tributions are the key inputs to the BDTs, we applied1201

the same 5%-10% corrections to these contributions. We1202

conservatively assign 100% of this correction as the sys-1203

tematic uncertainty on the D∗∗(!/τ)ν efficiency in the1204

D(∗)! samples.1205

Since B → D∗∗(τ−/!−)ν decays are difficult to isolate1206

in samples other than the D(∗)π0! control samples, we1207

estimate the uncertainty on the D∗∗(!/τ)ν efficiency due1208

to the D(∗)π0! BDT selection by relying on the observed1209

data-MC difference of the BDT selection efficiency for1210

the D(∗)!ν sample. We assign the full 8.5% overestimate1211

of the D(∗)!ν contribution as the systematic uncertainty1212

on the D∗∗(!/τ)ν efficiency in the D(∗)π0! samples.1213

The fD∗∗ constraints also depend on the relative1214

branching fractions of the four B → D∗∗!−ν! decays that1215

are combined in the D∗∗(!/τ)ν contributions. We esti-1216

mate their impact on fD∗∗ from the branching fraction1217

variations observed in the evaluation of the PDF uncer-1218

tainty. The largest standard deviation for the four fD∗∗1219

distributions is 1.8%.1220

By adding the uncertainties on fD∗∗ described above in1221

quadrature, we obtain total uncertainties of 13.2% for the1222

D samples, and 10.0% for the D∗ samples. Given that1223

there are similarities between the BDT selections applied1224

to the D and D∗ samples, we adopt a 50% correlation be-1225

tween their uncertainties. With these uncertainties and1226

correlations, we derive the total impact on the results,1227
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iv.a Results and Implications for the Standard Model

Compatibility of the result with the SM:

R(D) R(D∗)
This Analysis 0.440± 0.072 0.332± 0.030

Standard Model Prediction 0.297± 0.017 0.252± 0.003

SM prediction uses the latest world averages for the QCD form factors

from HFAG.

→ Excess of 2σ & 2.7σ in R(D) & R(D∗)

Experimental values are correlated:
Can make a stronger statement

↓
In the 2D plane of R(D)-R(D∗) the observed
combination of both has a χ2 = 14.6

→ SM probability is 6.9× 10−4

(or SM expectation 3.4σ away)

24

0.2 0.4 0.6

0.3

0.4

SM

σ 1
σ 2
σ 3
σ 4
σ 5

R(D)

R
(D

∗ )

FIG. 17. (Color online). Representation of χ2 (Eq. 33) in
the R(D)–R(D∗) plane. The white cross corresponds to the

measured R(D(∗)), and the black cross to the SM predictions.
The shaded bands represent one standard deviation each.

and for B0, the corresponding branching fractions related1441

by isospin.1442

We estimate the statistical significance of the measured1443

signal branching fractions as Σstat =
√

2∆(lnL), where1444

∆(lnL) is the increase in log-likelihood for the nominal1445

fit relative to the no-signal hypothesis. The total signifi-1446

cance Σtot is determined as1447

Σtot = Σstat
σstat√

σ2
stat + σ2

asys

. (32)

In this expression, the statistical significance is scaled by1448

the sum of the statistical uncertainty σstat and the addi-1449

tive systematic uncertainty σasys. The significance of the1450

B → Dτ−ντ signal is 6.8σ, the first such measurement1451

exceeding 5σ.1452

We compare the measured R(D(∗)) to the calculations1453

based on the SM,1454

R(D)exp = 0.440 ± 0.072 R(D∗)exp = 0.332 ± 0.030,

R(D)SM = 0.297 ± 0.017 R(D∗)SM = 0.252 ± 0.003,

and observe an excess over the SM predictions for R(D)1455

and R(D∗) of 2.0σ and 2.7σ, respectively. We combine1456

these two measurements in the following way1457

χ2 = (∆, ∆∗)

(
σ2

exp + σ2
th ρ σexp σ

∗
exp

ρ σexp σ
∗
exp σ∗2

exp + σ∗2
th

)−1(
∆

∆∗

)
,

(33)
where ∆(∗) = R(D(∗))exp − R(D(∗))th, and ρ is1458

the total correlation between the two measurements,1459

ρ(R(D), R(D∗)) = −0.27. Since the total uncertainty is1460

dominated by the experimental uncertainty, the expres-1461

sion in Eq. 33 is expected to be distributed as a χ2 distri-1462

bution for two degrees of freedom. Figure 17 shows this1463

distribution in the R(D)–R(D∗) plane. The contours are1464

ellipses slightly rotated with respect to the R(D)–R(D∗)1465

axes, due to the non-zero correlation.1466

For the assumption that R(D(∗))th = R(D(∗))SM, we1467

obtain χ2 = 14.6, which corresponds to a probability1468

of 6.9 × 10−4. This means that the possibility that the1469

measured R(D) and R(D∗) both agree with the SM pre-1470

dictions is excluded at the 3.4σ level [43]. Recent calcu-1471

lations [7, 8, 44, 45] have resulted in values of R(D)SM1472

that slightly exceed our estimate. For the largest of those1473

values, the significance of the observed excess decreases1474

to 3.2σ.1475

B. Search for a Charged Higgs1476

To examine whether the excess in R(D(∗)) can be ex-1477

plained by contributions from a charged Higgs boson in1478

the type II 2HDM, we study the dependence of the fit1479

results on tanβ/mH± .1480

For 20 values of tanβ/mH± , equally spaced in the1481

[0.05, 1.00] GeV−1 range, we recalculate the eight signal1482

PDFs, accounting for the charged Higgs contributions as1483

described in Sec. II. Figure 18 shows the m2
miss and |p∗

" |1484

projections of the D0τν ⇒ D0( PDF for four values of1485

tanβ/mH± . The impact of charged Higgs contributions1486

on the m2
miss distribution mirrors those in the q2 distri-1487

bution, see Fig. 3, because of the relation1488

m2
miss =

(
pe+e− − pBtag − pD(∗) − p"

)2
= (q − p")

2
,

The changes in the |p∗
" | distribution are due to the change1489

in the τ polarization.1490

We recalculate the value of the efficiency ratio1491

εsig/εnorm as a function of tanβ/mH± (see Fig. 19).1492

The efficiency increases up to 8% for large values of1493

tanβ/mH± , and, as we noted earlier, its uncertainty in-1494

creases due to the larger dispersion of the weights in the1495

2HDM reweighting.1496

The variation of the fitted signal yields as a function1497

of tanβ/mH± is also shown in Fig. 19. The sharp drop in1498

the B → Dτ−ντ yield at tanβ/mH± ≈ 0.4 GeV−1 is due1499

to the large shift in the m2
miss distribution which occurs1500

when the Higgs contribution begins to dominate the total1501

rate. This shift is also reflected in the q2 distribution and,1502

as we will see in the next section, the data do not support1503

it. The change of the B → D∗τ−ντ yield, mostly caused1504

by the correlation with the B → Dτ−ντ sample, is much1505

smaller.1506

Figure 20 compares the measured values of R(D) and1507

R(D∗) in the context of the type II 2HDM to the theoret-1508

ical predictions as a function of tanβ/mH± . The increase1509
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iv Results and Implications for the Standard Model

Compatibility of the result with the SM:

R(D) R(D⇤)
This Analysis 0.440 ± 0.072 0.332 ± 0.030

Standard Model Prediction 0.297 ± 0.017 0.252 ± 0.003

SM prediction uses the latest world averages for the QCD form factors

from HFAG.

! Excess of 2� & 2.7� in R(D) & R(D⇤)

Experimental correlations are correlated: Can
make a stronger statement
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FIG. 17. (Color online). Representation of �2 (Eq. 33) in
the R(D)–R(D⇤) plane. The white cross corresponds to the

measured R(D(⇤)), and the black cross to the SM predictions.
The shaded bands represent one standard deviation each.

and for B0, the corresponding branching fractions related1441

by isospin.1442

We estimate the statistical significance of the measured1443

signal branching fractions as �stat =
�

2�(lnL), where1444

�(lnL) is the increase in log-likelihood for the nominal1445

fit relative to the no-signal hypothesis. The total signifi-1446

cance �tot is determined as1447

�tot = �stat
�stat�
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stat + �2

asys
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In this expression, the statistical significance is scaled by1448

the sum of the statistical uncertainty �stat and the addi-1449

tive systematic uncertainty �asys. The significance of the1450

B ! D⌧�⌫� signal is 6.8�, the first such measurement1451

exceeding 5�.1452

We compare the measured R(D(�)) to the calculations1453

based on the SM,1454

R(D)exp = 0.440 ± 0.072 R(D�)exp = 0.332 ± 0.030,

R(D)SM = 0.297 ± 0.017 R(D�)SM = 0.252 ± 0.003,

and observe an excess over the SM predictions for R(D)1455

and R(D�) of 2.0� and 2.7�, respectively. We combine1456

these two measurements in the following way1457

�2 = (�,��)

�
�2

exp + �2
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exp ��2

exp + ��2
th

��1 �
�

��

�
,

(33)
where �(�) = R(D(�))exp � R(D(�))th, and � is1458

the total correlation between the two measurements,1459

�(R(D), R(D�)) = �0.27. Since the total uncertainty is1460

dominated by the experimental uncertainty, the expres-1461

sion in Eq. 33 is expected to be distributed as a �2 distri-1462

bution for two degrees of freedom. Figure 17 shows this1463

distribution in the R(D)–R(D�) plane. The contours are1464

ellipses slightly rotated with respect to the R(D)–R(D�)1465

axes, due to the non-zero correlation.1466

For the assumption that R(D(�))th = R(D(�))SM, we1467

obtain �2 = 14.6, which corresponds to a probability1468

of 6.9 � 10�4. This means that the possibility that the1469

measured R(D) and R(D�) both agree with the SM pre-1470

dictions is excluded at the 3.4� level [43]. Recent calcu-1471

lations [7, 8, 44, 45] have resulted in values of R(D)SM1472

that slightly exceed our estimate. For the largest of those1473

values, the significance of the observed excess decreases1474

to 3.2�.1475

B. Search for a Charged Higgs1476

To examine whether the excess in R(D(�)) can be ex-1477

plained by contributions from a charged Higgs boson in1478

the type II 2HDM, we study the dependence of the fit1479

results on tan�/mH± .1480

For 20 values of tan�/mH± , equally spaced in the1481

[0.05, 1.00] GeV�1 range, we recalculate the eight signal1482

PDFs, accounting for the charged Higgs contributions as1483

described in Sec. II. Figure 18 shows the m2
miss and |p�

� |1484

projections of the D0⌧⌫ � D0� PDF for four values of1485

tan�/mH± . The impact of charged Higgs contributions1486

on the m2
miss distribution mirrors those in the q2 distri-1487

bution, see Fig. 3, because of the relation1488

m2
miss =

�
pe+e� � pBtag � pD(⇤) � p�

�2
= (q � p�)

2
,

The changes in the |p�
� | distribution are due to the change1489

in the ⌧ polarization.1490

We recalculate the value of the e�ciency ratio1491

�sig/�norm as a function of tan�/mH± (see Fig. 19).1492

The e�ciency increases up to 8% for large values of1493

tan�/mH± , and, as we noted earlier, its uncertainty in-1494

creases due to the larger dispersion of the weights in the1495

2HDM reweighting.1496

The variation of the fitted signal yields as a function1497

of tan�/mH± is also shown in Fig. 19. The sharp drop in1498

the B ! D⌧�⌫� yield at tan�/mH± � 0.4 GeV�1 is due1499

to the large shift in the m2
miss distribution which occurs1500

when the Higgs contribution begins to dominate the total1501

rate. This shift is also reflected in the q2 distribution and,1502

as we will see in the next section, the data do not support1503

it. The change of the B ! D�⌧�⌫� yield, mostly caused1504

by the correlation with the B ! D⌧�⌫� sample, is much1505

smaller.1506

Figure 20 compares the measured values of R(D) and1507

R(D�) in the context of the type II 2HDM to the theoret-1508

ical predictions as a function of tan�/mH± . The increase1509
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and for B0, the corresponding branching fractions related1441

by isospin.1442

We estimate the statistical significance of the measured1443

signal branching fractions as �stat =
�

2�(lnL), where1444

�(lnL) is the increase in log-likelihood for the nominal1445

fit relative to the no-signal hypothesis. The total signifi-1446

cance �tot is determined as1447

�tot = �stat
�stat�

�2
stat + �2

asys

. (32)

In this expression, the statistical significance is scaled by1448

the sum of the statistical uncertainty �stat and the addi-1449

tive systematic uncertainty �asys. The significance of the1450

B ! D⌧�⌫� signal is 6.8�, the first such measurement1451

exceeding 5�.1452

We compare the measured R(D(�)) to the calculations1453

based on the SM,1454

R(D)exp = 0.440 ± 0.072 R(D�)exp = 0.332 ± 0.030,

R(D)SM = 0.297 ± 0.017 R(D�)SM = 0.252 ± 0.003,

and observe an excess over the SM predictions for R(D)1455

and R(D�) of 2.0� and 2.7�, respectively. We combine1456

these two measurements in the following way1457

�2 = (�,��)
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where �(�) = R(D(�))exp � R(D(�))th, and � is1458

the total correlation between the two measurements,1459

�(R(D), R(D�)) = �0.27. Since the total uncertainty is1460

dominated by the experimental uncertainty, the expres-1461

sion in Eq. 33 is expected to be distributed as a �2 distri-1462

bution for two degrees of freedom. Figure 17 shows this1463

distribution in the R(D)–R(D�) plane. The contours are1464

ellipses slightly rotated with respect to the R(D)–R(D�)1465

axes, due to the non-zero correlation.1466

For the assumption that R(D(�))th = R(D(�))SM, we1467

obtain �2 = 14.6, which corresponds to a probability1468

of 6.9 � 10�4. This means that the possibility that the1469

measured R(D) and R(D�) both agree with the SM pre-1470

dictions is excluded at the 3.4� level [43]. Recent calcu-1471

lations [7, 8, 44, 45] have resulted in values of R(D)SM1472

that slightly exceed our estimate. For the largest of those1473

values, the significance of the observed excess decreases1474

to 3.2�.1475

B. Search for a Charged Higgs1476

To examine whether the excess in R(D(�)) can be ex-1477

plained by contributions from a charged Higgs boson in1478

the type II 2HDM, we study the dependence of the fit1479

results on tan�/mH± .1480

For 20 values of tan�/mH± , equally spaced in the1481

[0.05, 1.00] GeV�1 range, we recalculate the eight signal1482

PDFs, accounting for the charged Higgs contributions as1483

described in Sec. II. Figure 18 shows the m2
miss and |p�

� |1484

projections of the D0⌧⌫ � D0� PDF for four values of1485

tan�/mH± . The impact of charged Higgs contributions1486

on the m2
miss distribution mirrors those in the q2 distri-1487

bution, see Fig. 3, because of the relation1488

m2
miss =

�
pe+e� � pBtag � pD(⇤) � p�

�2
= (q � p�)

2
,

The changes in the |p�
� | distribution are due to the change1489

in the ⌧ polarization.1490

We recalculate the value of the e�ciency ratio1491

�sig/�norm as a function of tan�/mH± (see Fig. 19).1492

The e�ciency increases up to 8% for large values of1493

tan�/mH± , and, as we noted earlier, its uncertainty in-1494

creases due to the larger dispersion of the weights in the1495

2HDM reweighting.1496

The variation of the fitted signal yields as a function1497

of tan�/mH± is also shown in Fig. 19. The sharp drop in1498

the B ! D⌧�⌫� yield at tan�/mH± � 0.4 GeV�1 is due1499

to the large shift in the m2
miss distribution which occurs1500

when the Higgs contribution begins to dominate the total1501

rate. This shift is also reflected in the q2 distribution and,1502

as we will see in the next section, the data do not support1503

it. The change of the B ! D�⌧�⌫� yield, mostly caused1504

by the correlation with the B ! D⌧�⌫� sample, is much1505

smaller.1506

Figure 20 compares the measured values of R(D) and1507

R(D�) in the context of the type II 2HDM to the theoret-1508

ical predictions as a function of tan�/mH± . The increase1509

0 5 100

0.05

0.1

0.15

0.2

0 0.5 1 1.5 20

0.5

1

1.5

P
ro

b
a
b
il
it
y
/
G

eV
2

P
ro

b
a
b
il
it
y
/
G

eV

m2
miss (GeV2) |p⇤

` | (GeV)

SM
tan�/mH± = 0.3GeV�1

tan�/mH± = 0.5GeV�1

tan�/mH± = 1GeV�1

FIG. 18. (Color online). m2
miss and |p⇤

` | projections of the
D0⌧⌫ � D0` PDF for various values of tan�/mH± .

2D correlation plot for R(D) & R(D⇤)

10 / 10

χ2 definition; theory uncertainties are

assumed uncorrelated.

10 / 14



iv.b Results and Implications for Charged Higgs Bosons

The compatibility of the result with a charged
Higgs Boson 2HDM type II can also be tested

Presence of additional scalar mediator for
weak decay changes decay rate and lepton
momentum of B̄ → D(∗) τ ν̄τ

↓
Signal PDF shape and efficiency change.

↓
Can redetermine R(D(∗)) for various points of
tanβ/mH± what scans the coupling and mass of a 2HDM type

II charged Higgs boson.
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FIG. 17. (Color online). Representation of χ2 (Eq. 33) in
the R(D)–R(D∗) plane. The white cross corresponds to the

measured R(D(∗)), and the black cross to the SM predictions.
The shaded bands represent one standard deviation each.

and for B0, the corresponding branching fractions related1441

by isospin.1442

We estimate the statistical significance of the measured1443

signal branching fractions as Σstat =
√

2∆(lnL), where1444

∆(lnL) is the increase in log-likelihood for the nominal1445

fit relative to the no-signal hypothesis. The total signifi-1446

cance Σtot is determined as1447

Σtot = Σstat
σstat√

σ2
stat + σ2

asys

. (32)

In this expression, the statistical significance is scaled by1448

the sum of the statistical uncertainty σstat and the addi-1449

tive systematic uncertainty σasys. The significance of the1450

B → Dτ−ντ signal is 6.8σ, the first such measurement1451

exceeding 5σ.1452

We compare the measured R(D(∗)) to the calculations1453

based on the SM,1454

R(D)exp = 0.440 ± 0.072 R(D∗)exp = 0.332 ± 0.030,

R(D)SM = 0.297 ± 0.017 R(D∗)SM = 0.252 ± 0.003,

and observe an excess over the SM predictions for R(D)1455

and R(D∗) of 2.0σ and 2.7σ, respectively. We combine1456

these two measurements in the following way1457

χ2 = (∆, ∆∗)

(
σ2

exp + σ2
th ρ σexp σ

∗
exp

ρ σexp σ
∗
exp σ∗2

exp + σ∗2
th

)−1(
∆

∆∗

)
,

(33)
where ∆(∗) = R(D(∗))exp − R(D(∗))th, and ρ is1458

the total correlation between the two measurements,1459

ρ(R(D), R(D∗)) = −0.27. Since the total uncertainty is1460

dominated by the experimental uncertainty, the expres-1461

sion in Eq. 33 is expected to be distributed as a χ2 distri-1462

bution for two degrees of freedom. Figure 17 shows this1463

distribution in the R(D)–R(D∗) plane. The contours are1464

ellipses slightly rotated with respect to the R(D)–R(D∗)1465

axes, due to the non-zero correlation.1466

For the assumption that R(D(∗))th = R(D(∗))SM, we1467

obtain χ2 = 14.6, which corresponds to a probability1468

of 6.9 × 10−4. This means that the possibility that the1469

measured R(D) and R(D∗) both agree with the SM pre-1470

dictions is excluded at the 3.4σ level [43]. Recent calcu-1471

lations [7, 8, 44, 45] have resulted in values of R(D)SM1472

that slightly exceed our estimate. For the largest of those1473

values, the significance of the observed excess decreases1474

to 3.2σ.1475

B. Search for a Charged Higgs1476

To examine whether the excess in R(D(∗)) can be ex-1477

plained by contributions from a charged Higgs boson in1478

the type II 2HDM, we study the dependence of the fit1479

results on tanβ/mH± .1480

For 20 values of tanβ/mH± , equally spaced in the1481

[0.05, 1.00] GeV−1 range, we recalculate the eight signal1482

PDFs, accounting for the charged Higgs contributions as1483

described in Sec. II. Figure 18 shows the m2
miss and |p∗

" |1484

projections of the D0τν ⇒ D0( PDF for four values of1485

tanβ/mH± . The impact of charged Higgs contributions1486

on the m2
miss distribution mirrors those in the q2 distri-1487

bution, see Fig. 3, because of the relation1488

m2
miss =

(
pe+e− − pBtag − pD(∗) − p"

)2
= (q − p")

2
,

The changes in the |p∗
" | distribution are due to the change1489

in the τ polarization.1490

We recalculate the value of the efficiency ratio1491

εsig/εnorm as a function of tanβ/mH± (see Fig. 19).1492

The efficiency increases up to 8% for large values of1493

tanβ/mH± , and, as we noted earlier, its uncertainty in-1494

creases due to the larger dispersion of the weights in the1495

2HDM reweighting.1496

The variation of the fitted signal yields as a function1497

of tanβ/mH± is also shown in Fig. 19. The sharp drop in1498

the B → Dτ−ντ yield at tanβ/mH± ≈ 0.4 GeV−1 is due1499

to the large shift in the m2
miss distribution which occurs1500

when the Higgs contribution begins to dominate the total1501

rate. This shift is also reflected in the q2 distribution and,1502

as we will see in the next section, the data do not support1503

it. The change of the B → D∗τ−ντ yield, mostly caused1504

by the correlation with the B → Dτ−ντ sample, is much1505

smaller.1506

Figure 20 compares the measured values of R(D) and1507

R(D∗) in the context of the type II 2HDM to the theoret-1508

ical predictions as a function of tanβ/mH± . The increase1509

0 5 100

0.05

0.1

0.15

0.2

0 0.5 1 1.5 20

0.5

1

1.5

P
ro

b
a
b
il
it
y
/
G

eV
2

P
ro

b
a
b
il
it
y
/
G

eV

m2
miss (GeV2) |p∗

! | (GeV)

SM
tanβ/mH± = 0.3GeV−1

tanβ/mH± = 0.5GeV−1

tanβ/mH± = 1GeV−1

FIG. 18. (Color online). m2
miss and |p∗

! | projections of the
D0τν ⇒ D0$ PDF for various values of tanβ/mH± .Change in missing mass squared and lepton momen-

tum for various tan β/m
H± points and SM.

25

0 0.5 1

100

105

110

0 0.5 1

100

105

110 0 0.5 1
200

400

600

0 0.5 1
800

900

1000

ε(
B

→
D

(∗
)
τ

−
ν

τ
)/

ε S
M

(%
)

B
→

D
(∗

)
τ

−
ν

τ
y
ie

ld

tanβ/mH± (GeV−1)tanβ/mH± (GeV−1)

FIG. 19. (Color online). Left: Variation of the B → Dτ−ντ

(top) and B → D∗τ−ντ (bottom) efficiency in the 2HDM
with respect to the SM efficiency. The band indicates the
increase on statistical uncertainty with respect to the SM
value. Right: Variation of the fitted B → Dτ−ντ (top) and
B → D∗τ−ντ (bottom) yields as a function of tanβ/mH± .
The band indicates the statistical uncertainty of the fit.

0 0.2 0.4 0.6 0.8 1

0.2

0.4

0.6

0.8

0 0.2 0.4 0.6 0.8 1

0.2

0.4

0.6

0.8

0 0.2 0.4 0.6 0.8 1
0.2

0.3

0.4

0 0.2 0.4 0.6 0.8 1
0.2

0.3

0.4

R
(D

)
R

(D
)

R
(D

∗ )
R

(D
∗ )

tanβ/mH± (GeV−1)tanβ/mH± (GeV−1)

FIG. 20. (Color online). Comparison of the results of this
analysis (light band, blue) with predictions that include a
charged Higgs boson of type II 2HDM (dark band, red). The
widths of the two bands represent the uncertainties. The SM
corresponds to tanβ/mH± = 0.

in the uncertainty on the signal PDFs and the efficiency1510

ratio as a function of tanβ/mH± are taken into account.1511

Other sources of systematic uncertainty are kept constant1512

in relative terms.1513

The measured values of R(D) and R(D∗) match1514

the predictions of this particular Higgs model for1515

tanβ/mH± = 0.44±0.02 GeV−1 and tanβ/mH± = 0.75±1516

0.04 GeV−1, respectively. However, the combination of1517

R(D) and R(D∗) excludes the type II 2HDM charged1518

Higgs boson at 99.8% confidence level for any value of1519

tanβ/mH± , as illustrated in Fig. 21. This calculation is1520

only valid for values of mH± greater than 15 GeV [5, 8].1521

The region for mH± ≤ 15 GeV has already been excluded1522

by B → Xsγ measurements [23], and therefore, the type1523

II 2HDM is excluded in the full tanβ–mH± parameter1524

space.1525

As we detailed in Sec. II B, the type II 2HDM is a1526
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FIG. 21. (Color online). Level of disagreement between this

measurement of R(D(∗)) and the type II 2HDM predictions
for all values in the tanβ–mH± parameter space.
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FIG. 22. (Color online). Favored regions for real values of the
type III 2HDM parameters SR and SL given by the measured
values of R(D(∗)). The bottom two solutions are excluded by
the measured q2 spectra.

subset of more general 2HDMs that corresponds to val-1527

ues of (SR − SL, SR + SL) that lie in the line joining1528

(−∞, −∞) and (0, 0) with slope 1. Since the dependence1529

of the measured R(D∗) on tanβ/mH± , or, equivalently,1530

on Re(SR − SL), is smaller than the total uncertainties1531

considered, we can extend the measurement of R(D(∗))1532

to the bottom half of the real (SR−SL, SR+SL) plane by1533

using the values of R(D(∗)) obtained with Hs(SR ± SL)1534

for Hs(−SR ∓ SL).1535

We also employ this extrapolation in the top half of the1536

(SR − SL, SR + SL) plane, that is, for SR + SL > 0. In1537

this case, the extrapolation is only a good approximation1538

when the decay amplitude is dominated either by SM1539

or NP contributions, that is, for small or large values of1540

|SR +SL|. In the intermediate region, the q2 spectra first1541

shifts slightly to lower average values, and then moves1542

sharply in the opposite direction. This is reflected in the1543

measured value of R(D), and corresponds to the small1544

rise up to tanβ/mH± ∼ 0.36 GeV−1 (SR+SL ∼ −0.97) in1545

Fig. 20, and the sharp drop in the 0.36 < tanβ/mH± <1546

0.46 GeV−1 region (−0.97 > SR + SL > −1.58).1547

For positive values of SR +SL the interference between1548

SM and 2HDM contributions is constructive, so the q2
1549

spectrum never shifts to lower values. By matching the1550

q2 spectra for positive and negative values of SR +SL, we1551

can estimate that the drop in the value of R(D) becomes1552

Efficiency and predicted yields for B̄ → D(∗) τ ν̄τ
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iv.c Results and Implications for Charged Higgs Bosons

Compatibility with 2HDM type II:

tan β/m
H± tan β/m

H±
0.44± 0.02 GeV−1 0.75± 0.04 GeV−1

Observed values for R(D) & R(D∗)
impose strong limits on 2HDM type II
parameter space.

↓
The full tan β−m

H± parameter space is excluded by 3σ;

certain areas up to 5σ.

Compatibility with 2HDM type III:
Type III Model has one degree of freedom more to accom-

modate the observed difference:
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FIG. 19. (Color online). Left: Variation of the B → Dτ−ντ

(top) and B → D∗τ−ντ (bottom) efficiency in the 2HDM
with respect to the SM efficiency. The band indicates the
increase on statistical uncertainty with respect to the SM
value. Right: Variation of the fitted B → Dτ−ντ (top) and
B → D∗τ−ντ (bottom) yields as a function of tanβ/mH± .
The band indicates the statistical uncertainty of the fit.
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FIG. 20. (Color online). Comparison of the results of this
analysis (light band, blue) with predictions that include a
charged Higgs boson of type II 2HDM (dark band, red). The
widths of the two bands represent the uncertainties. The SM
corresponds to tanβ/mH± = 0.

in the uncertainty on the signal PDFs and the efficiency1510

ratio as a function of tanβ/mH± are taken into account.1511

Other sources of systematic uncertainty are kept constant1512

in relative terms.1513

The measured values of R(D) and R(D∗) match1514

the predictions of this particular Higgs model for1515

tanβ/mH± = 0.44±0.02 GeV−1 and tanβ/mH± = 0.75±1516

0.04 GeV−1, respectively. However, the combination of1517

R(D) and R(D∗) excludes the type II 2HDM charged1518

Higgs boson at 99.8% confidence level for any value of1519

tanβ/mH± , as illustrated in Fig. 21. This calculation is1520

only valid for values of mH± greater than 15 GeV [5, 8].1521

The region for mH± ≤ 15 GeV has already been excluded1522

by B → Xsγ measurements [23], and therefore, the type1523

II 2HDM is excluded in the full tanβ–mH± parameter1524

space.1525

As we detailed in Sec. II B, the type II 2HDM is a1526
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subset of more general 2HDMs that corresponds to val-1527

ues of (SR − SL, SR + SL) that lie in the line joining1528

(−∞, −∞) and (0, 0) with slope 1. Since the dependence1529

of the measured R(D∗) on tanβ/mH± , or, equivalently,1530

on Re(SR − SL), is smaller than the total uncertainties1531

considered, we can extend the measurement of R(D(∗))1532

to the bottom half of the real (SR−SL, SR+SL) plane by1533

using the values of R(D(∗)) obtained with Hs(SR ± SL)1534

for Hs(−SR ∓ SL).1535

We also employ this extrapolation in the top half of the1536

(SR − SL, SR + SL) plane, that is, for SR + SL > 0. In1537

this case, the extrapolation is only a good approximation1538

when the decay amplitude is dominated either by SM1539

or NP contributions, that is, for small or large values of1540

|SR +SL|. In the intermediate region, the q2 spectra first1541

shifts slightly to lower average values, and then moves1542

sharply in the opposite direction. This is reflected in the1543

measured value of R(D), and corresponds to the small1544

rise up to tanβ/mH± ∼ 0.36 GeV−1 (SR+SL ∼ −0.97) in1545

Fig. 20, and the sharp drop in the 0.36 < tanβ/mH± <1546

0.46 GeV−1 region (−0.97 > SR + SL > −1.58).1547

For positive values of SR +SL the interference between1548

SM and 2HDM contributions is constructive, so the q2
1549

spectrum never shifts to lower values. By matching the1550

q2 spectra for positive and negative values of SR +SL, we1551

can estimate that the drop in the value of R(D) becomes1552
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B → D∗τ−ντ (bottom) yields as a function of tanβ/mH± .
The band indicates the statistical uncertainty of the fit.
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FIG. 20. (Color online). Comparison of the results of this
analysis (light band, blue) with predictions that include a
charged Higgs boson of type II 2HDM (dark band, red). The
widths of the two bands represent the uncertainties. The SM
corresponds to tanβ/mH± = 0.

in the uncertainty on the signal PDFs and the efficiency1510

ratio as a function of tanβ/mH± are taken into account.1511

Other sources of systematic uncertainty are kept constant1512

in relative terms.1513

The measured values of R(D) and R(D∗) match1514

the predictions of this particular Higgs model for1515

tanβ/mH± = 0.44±0.02 GeV−1 and tanβ/mH± = 0.75±1516

0.04 GeV−1, respectively. However, the combination of1517

R(D) and R(D∗) excludes the type II 2HDM charged1518

Higgs boson at 99.8% confidence level for any value of1519

tanβ/mH± , as illustrated in Fig. 21. This calculation is1520

only valid for values of mH± greater than 15 GeV [5, 8].1521

The region for mH± ≤ 15 GeV has already been excluded1522

by B → Xsγ measurements [23], and therefore, the type1523

II 2HDM is excluded in the full tanβ–mH± parameter1524

space.1525

As we detailed in Sec. II B, the type II 2HDM is a1526
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measurement of R(D(∗)) and the type II 2HDM predictions
for all values in the tanβ–mH± parameter space.
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FIG. 22. (Color online). Favored regions for real values of the
type III 2HDM parameters SR and SL given by the measured
values of R(D(∗)). The bottom two solutions are excluded by
the measured q2 spectra.

subset of more general 2HDMs that corresponds to val-1527

ues of (SR − SL, SR + SL) that lie in the line joining1528

(−∞, −∞) and (0, 0) with slope 1. Since the dependence1529

of the measured R(D∗) on tanβ/mH± , or, equivalently,1530

on Re(SR − SL), is smaller than the total uncertainties1531

considered, we can extend the measurement of R(D(∗))1532

to the bottom half of the real (SR−SL, SR+SL) plane by1533

using the values of R(D(∗)) obtained with Hs(SR ± SL)1534

for Hs(−SR ∓ SL).1535

We also employ this extrapolation in the top half of the1536

(SR − SL, SR + SL) plane, that is, for SR + SL > 0. In1537

this case, the extrapolation is only a good approximation1538

when the decay amplitude is dominated either by SM1539

or NP contributions, that is, for small or large values of1540

|SR +SL|. In the intermediate region, the q2 spectra first1541

shifts slightly to lower average values, and then moves1542

sharply in the opposite direction. This is reflected in the1543

measured value of R(D), and corresponds to the small1544

rise up to tanβ/mH± ∼ 0.36 GeV−1 (SR+SL ∼ −0.97) in1545

Fig. 20, and the sharp drop in the 0.36 < tanβ/mH± <1546

0.46 GeV−1 region (−0.97 > SR + SL > −1.58).1547

For positive values of SR +SL the interference between1548

SM and 2HDM contributions is constructive, so the q2
1549

spectrum never shifts to lower values. By matching the1550

q2 spectra for positive and negative values of SR +SL, we1551

can estimate that the drop in the value of R(D) becomes1552

Comparison of result (blue) with the predicted values

for R(D(∗)) in the 2HDM type II model. 25
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FIG. 20. (Color online). Comparison of the results of this
analysis (light band, blue) with predictions that include a
charged Higgs boson of type II 2HDM (dark band, red). The
widths of the two bands represent the uncertainties. The SM
corresponds to tanβ/mH± = 0.

in the uncertainty on the signal PDFs and the efficiency1510

ratio as a function of tanβ/mH± are taken into account.1511

Other sources of systematic uncertainty are kept constant1512

in relative terms.1513

The measured values of R(D) and R(D∗) match1514

the predictions of this particular Higgs model for1515

tanβ/mH± = 0.44±0.02 GeV−1 and tanβ/mH± = 0.75±1516

0.04 GeV−1, respectively. However, the combination of1517

R(D) and R(D∗) excludes the type II 2HDM charged1518

Higgs boson at 99.8% confidence level for any value of1519

tanβ/mH± , as illustrated in Fig. 21. This calculation is1520

only valid for values of mH± greater than 15 GeV [5, 8].1521

The region for mH± ≤ 15 GeV has already been excluded1522

by B → Xsγ measurements [23], and therefore, the type1523

II 2HDM is excluded in the full tanβ–mH± parameter1524

space.1525

As we detailed in Sec. II B, the type II 2HDM is a1526
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measurement of R(D(∗)) and the type II 2HDM predictions
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FIG. 22. (Color online). Favored regions for real values of the
type III 2HDM parameters SR and SL given by the measured
values of R(D(∗)). The bottom two solutions are excluded by
the measured q2 spectra.

subset of more general 2HDMs that corresponds to val-1527

ues of (SR − SL, SR + SL) that lie in the line joining1528

(−∞, −∞) and (0, 0) with slope 1. Since the dependence1529

of the measured R(D∗) on tanβ/mH± , or, equivalently,1530

on Re(SR − SL), is smaller than the total uncertainties1531

considered, we can extend the measurement of R(D(∗))1532

to the bottom half of the real (SR−SL, SR+SL) plane by1533

using the values of R(D(∗)) obtained with Hs(SR ± SL)1534

for Hs(−SR ∓ SL).1535

We also employ this extrapolation in the top half of the1536

(SR − SL, SR + SL) plane, that is, for SR + SL > 0. In1537

this case, the extrapolation is only a good approximation1538

when the decay amplitude is dominated either by SM1539

or NP contributions, that is, for small or large values of1540

|SR +SL|. In the intermediate region, the q2 spectra first1541

shifts slightly to lower average values, and then moves1542

sharply in the opposite direction. This is reflected in the1543

measured value of R(D), and corresponds to the small1544

rise up to tanβ/mH± ∼ 0.36 GeV−1 (SR+SL ∼ −0.97) in1545

Fig. 20, and the sharp drop in the 0.36 < tanβ/mH± <1546

0.46 GeV−1 region (−0.97 > SR + SL > −1.58).1547

For positive values of SR +SL the interference between1548

SM and 2HDM contributions is constructive, so the q2
1549

spectrum never shifts to lower values. By matching the1550

q2 spectra for positive and negative values of SR +SL, we1551

can estimate that the drop in the value of R(D) becomes1552

Exclusion plot for tan β/m
H± parameter space
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iv.d Results and Implications for Charged Higgs Bosons

The q2 =
(
pB − p

(∗)
D

)2

spectrum can be used to further test the

compatibilities of the type III configurations: 26

5 10
0

50

5 10
0

50

: 15.1/14, p = 36.9%2χ

5 10
0

50

5 10
0

50

: 6.6/12, p = 88.4%2χ

)2
W

ei
gh

te
d 

ev
en

ts/
(0

.5
0 

G
eV

5 10
0

50

5 10
0

50

: 11.0/14, p = 68.6%2χ

5 10
0

50

5 10
0

50

: 6.7/12, p = 87.6%2χ

)2
W

ei
gh

te
d 

ev
en

ts/
(0

.5
0 

G
eV

5 10
0

50

5 10
0

50

: 44.5/14, p = 0.0049%2χ

5 10
0

50

5 10
0

50

: 8.1/12, p = 77.4%2χ

)2
W

ei
gh

te
d 

ev
en

ts/
(0

.5
0 

G
eV

q2 (GeV2)q2 (GeV2)q2 (GeV2)q2 (GeV2)q2 (GeV2)q2 (GeV2)

D!

D∗!

D!

D∗!

D!

D∗!

FIG. 23. (Color online) Efficiency corrected q2 distributions for B → Dτ−ντ (top) and B → D∗τ−ντ (bottom) events with
m2

miss > 1.5 GeV2 scaled to the results of the isospin-constrained fit. Left: SM. Center: tanβ/mH± = 0.30 GeV−1. Right:
tanβ/mH± = 0.45 GeV−1. The points and the shaded histograms correspond to the measured and expected distributions,
respectively. The B0 and B+ samples are combined and the normalization and background events are subtracted. The
distributions are normalized to the number of detected events. The uncertainty on the data points includes the statistical
uncertainties of data and simulation. The values of χ2 are based on this uncertainty.

much more gradual and occurs in the 0.15 < SR + SL <1553

6.05 region. Based on the extrapolation described above,1554

the measured and expected values of R(D) match for1555

SR + SL ∼ 0.3. In this region, the NP contributions are1556

small and the approximation is accurate to ∼ 5%.1557

Figure 22 shows that for real values of SR and SL, there1558

are four regions in the type III parameter space that can1559

explain the excess in both R(D) and R(D∗). This figure1560

does not include uncertainties due to the extrapolation1561

of the type II 2HDM measurements, which could some-1562

what affect the top two solutions. In addition, a range1563

of complex values of the parameters are also compatible1564

with this measurement [21, 45–47].1565

C. Study of the q2 Spectra1566

As shown in Sec. II B, the q2 spectrum of B → Dτ−ντ1567

decays could be significantly impacted by charged Higgs1568

contributions. Figure 23 compares the q2 distribution of1569

background subtracted data, corrected for detector effi-1570

ciency, with the expectations of three different scenarios.1571

Due to the subtraction of the large B → D∗τ−ντ feed-1572

down in the D# samples, the measured q2 spectrum of1573

B → Dτ−ντ decays depends on the signal hypothesis.1574

This dependence is very small, however, because the q2
1575

spectrum of B → D∗τ−ντ decays is largely independent1576

of tanβ/mH± .1577

The measured q2 spectra agree with the SM expec-1578

tations within the statistical uncertainties. For B →1579

Dτ−ντ decays, there might be a small shift to lower val-1580

ues, which is indicated by the increase in the p value for1581

tanβ/mH± = 0.30 GeV−1. As we showed in Sec. II B,1582

the average q2 for tanβ/mH± = 0.30 GeV−1 shifts to1583

TABLE IX. Maximum p value for the q2 distributions in
Fig. 23 corresponding to the variations due to the system-
atic uncertainties.

B → Dτ−ντ B → D∗τ−ντ

SM 83.1% 98.8%

tanβ/mH± = 0.30 GeV−1 95.7% 98.9%

tanβ/mH± = 0.45 GeV−1 0.4% 97.9%

lower values because the charged Higgs contribution to1584

B → Dτ−ντ decays, which always proceeds via an S-1585

wave, interferes destructively with the SM S-wave. As a1586

result, the decay proceeds via an almost pure P -wave and1587

is suppressed at large q2 by a factor of p2
D, thus improv-1588

ing the agreement with data. The negative interference1589

suppresses the expected value of R(D) as well, however,1590

so the region with small tanβ/mH± is excluded by the1591

measured R(D).1592

The two favored regions in Fig. 22 with SR+SL ∼ −1.51593

correspond to tanβ/mH± = 0.45 GeV−1 for B → Dτ−ντ1594

decays. However, as we saw in Fig. 3, the charged Higgs1595

contributions dominate B → Dτ−ντ decays for values1596

of tanβ/mH± > 0.4 GeV−1 and the q2 spectrum shifts1597

significantly to larger values. The data do not appear to1598

support this expected shift to larger values of q2.1599

To quantify the disagreement between the measured1600

and expected q2 spectra, we conservatively estimate the1601

systematic uncertainties that impact the distributions1602

shown in Fig. 23 (Appendix). Within these uncertainties,1603

we find the variation that minimizes the χ2 value of those1604

distributions. Table IX shows that, as expected, the con-1605

servative uncertainties give rise to large p values in most1606

efficiency corrected q2 spectra for (left) SM, (center) SL + SR v 0.4, (right) SL + SR v −1.5; uncertainties are

statistical + systematics.

Based on the observed q2 spectrum the solution with SL + SR v −1.5 can
be excluded with 2.9 σ.
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v. Summary

Measurement of the ratio of B̄ → D(∗) τ− ν̄τ and B̄ → D(∗) ` ν̄` using the full
BABAR dataset.

Observe tension of 3.4 σ in the measured ratio of B̄ → D(∗) τ− ν̄τ and
B̄ → D(∗) ` ν̄` decays and the SM expectation. The result is compatible with
earlier measurements and the previous world average:

27

cases. However, the p value is only 0.4% for B → Dτ−ντ1607

decays and tanβ/mH± = 0.45 GeV−1. Given that this1608

value of tanβ/mH± corresponds to SR + SL ∼ −1.5, we1609

exclude the two solutions at the bottom of Fig. 22 with1610

a significance of at least 2.9σ.1611

The other two solutions corresponding to SR+SL ∼ 0.41612

do not impact the q2 distributions of B → Dτ−ντ to the1613

same large degree, and, thus, we cannot exclude them1614

with the current level of uncertainty. However, these so-1615

lutions also shift the q2 spectra to larger values due to the1616

S-wave contributions from the charged Higgs boson, so1617

the agreement with the measured spectra is worse than1618

in the case of the SM. This is also true for any other1619

solutions corresponding to complex values of SR and SL.1620

On the other hand, contributions to B → Dτ−ντ de-1621

cays proceeding via P -wave tend to shift the expected1622

q2 spectra to lower values. Thus, NP processes with1623

spin 1 could simultaneously explain the excess in R(D(∗))1624

[21, 45] and improve the agreement with the measured q2
1625

distributions.1626

X. CONCLUSIONS1627

In summary, we have measured the ratios R(D(∗)) =1628

B(B → D(∗)τ−ντ )/B(B → D(∗)%−ν") based on the full1629

BABAR data sample, resulting in1630

R(D) = 0.440 ± 0.058 ± 0.042,

R(D∗) = 0.332 ± 0.024 ± 0.018,

where the first uncertainty is statistical and the second is1631

systematic. These results supersede the previous BABAR1632

measurements [14]. Improvements of the event selec-1633

tion have increased the reconstruction efficiency of signal1634

events by more than a factor of 3, and the overall statis-1635

tical uncertainty has been reduced by more than a factor1636

of 2.1637

Table X shows the results of previous B → D(∗)τ−ντ1638

analyses. In 2007 and 2010, the Belle collaboration mea-1639

sured the absolute B → D(∗)τ−ντ branching fractions1640

which we translate to R(D(∗)) with B(B− → D0%−ν") =1641

(2.26 ± 0.11)% [12] and B(B0 → D∗+%−ν") = (4.59 ±1642

0.26)% [48]. For the translation of R(D∗), we choose1643

Belle’s measurement of the branching fraction, instead1644

of the world average, because of the current large spread1645

of measured values. For Belle 2009, we average the re-1646

sults for B0 and B− decays.1647

The values measured in this analysis are compatible1648

with those measured by the Belle Collaboration, as illus-1649

trated in Fig. 24.1650

The results presented here exceed the SM predictions1651

of R(D)SM = 0.297±0.017 and R(D∗)SM = 0.252±0.0031652

by 2.0σ and 2.7σ, respectively. The combined signifi-1653

cance of this disagreement, including the negative corre-1654

lation between R(D) and R(D∗), is 3.4σ. Together with1655

the measurements by the Belle Collaboration, which also1656

exceed the SM expectations, this could be an indication1657

of NP processes affecting B → D(∗)τ−ντ decays.1658

TABLE X. Previous measurements of R(D(∗)).

Measurement R(D) R(D∗)

Belle 2007 [13] — 0.44 ± 0.08 ± 0.08

BABAR 2008 [14] 0.42 ± 0.12 ± 0.05 0.30 ± 0.06 ± 0.02

Belle 2009 [15] 0.59 ± 0.14 ± 0.08 0.47 ± 0.08 ± 0.06

Belle 2010 [16] 0.34 ± 0.10 ± 0.06 0.43 ± 0.06 ± 0.06
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FIG. 24. (Color online). Comparison of the previous mea-

surements of R(D(∗)) with statistical and total uncertainties
(Table X) with this measurement (BABAR 2012). The verti-
cal bands represent the average of the previous measurements
(light shading) and SM predictions (dark shading), separately
for R(D) and R(D∗). The widths of the bands represents the
uncertainties.

These results are not compatible with a charged Higgs1659

boson in the type II 2HDM, and, together with B → Xsγ1660

measurements, exclude this model in the full tanβ–mH±1661

parameter space. More general charged Higgs models, or1662

NP contributions with nonzero spin, are compatible with1663

the measurements presented here.1664

An analysis of the efficiency corrected q2 spectra of1665

B → Dτ−ντ and B → D∗τ−ντ decays shows good agree-1666

ment with the SM expectations, within the estimated un-1667

certainties. The combination of the measured values of1668

R(D(∗)) and the q2 spectra exclude a significant portion1669

of the type III 2HDM parameter space. Charged Higgs1670

contributions with small scalar terms, |SR + SL| < 1.4,1671

are compatible with the measured R(D(∗)) and q2 distri-1672

butions, but NP contributions with spin 1 are favored by1673

data.1674
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and I. Nǐsandžić on the calculations of the charged Higgs1680

contributions to the decay rates. We are grateful for1681

the extraordinary contributions of our PEP-II colleagues1682

in achieving the excellent luminosity and machine con-1683

ditions that have made this work possible. The suc-1684

cess of this project also relied critically on the exper-1685

tise and dedication of the computing organizations that1686

Measured ratio excludes together with B → Xsγ the full 2HDM type II
parameter space.

Measured ratio can be accommodated by certain configurations of type III
models, i.e. |SR + SL| < 1.4
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