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FTS transfers 

21 November 2013 Simone.Campana@cern.ch 3 

Storage 

Computing 
Node 

Storage 

Computing 
Node 

Site Boundary Site Boundary 

Average Transfer Rate per single file transfer 

STORAGE-2-STORAGE 
(disk-2-disk + 2*overhead) 

(from many thousands to few transfers per week) 



WAN data access tests  
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Alice Network Monitoring 

 Based on VOBOXes at sites + Monalisa 

 

 I know little about it, but I believe it should 

be looked at  
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Putting stuff together …  
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Ideas for a common  

network monitoring system 

 Deploy a “WLCG” SSB instance hosting network 
monitoring view 
 Deal with topologies from different experiments 

 perfSONAR information 
 Need some rationalization, especially for throughput tests 

 FTS information 
 Take them from the FTS monitoring from all VOs 
 Abandon the small-medium-large files breakdown, but fit 

transfer rate and overhead from measurements 

 WAN access (Se to WN) information 
 Take them from the AAA+FAX monitoring. Easy for xrdcp use 

case, to be thought for directI/O 

 Look at possibly integrating Alice data  
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