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• General purpose MC event generator  
many matrix elements natively; underlying event;  
initial/final state parton showering; Powheg matching; 
cluster hadronization; individually modelled hadron/tau decays;  
QED radiation 

• 30-year history in its F77 implementation;  
Hw++ is a complete redesign from ground up. 

• currently ~20 collaboration members  
in Durham, Karlsruhe, Manchester, DESY, London, Cambridge 

• Main reference: arXiv:0803.0883, 1101.2599  
http://herwig.hepforge.org/

Herwig++ details
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ThePEG

Toolkit for high energy 
physics event generation

Herwig++

Box of physics implementations

Each building block is 
a compiled C++ class

[Leif Lönnblad]
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no more compilation needed here
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Default Setup

EventGenerator

RNG Physics Model

EventHandler

DecaysHadron- 
ization

Parton  
Shower

Hard 
Subprocess

create ThePEG::StandardEventHandler /Herwig/LHCHandler!
set    LHCHandler:LuminosityFunction FixedLHCLuminosity!
!
insert LHCHandler:SubProcessHandlers[0] /Herwig/SimpleQCD!
set    LHCHandler:CascadeHandler        /Herwig/ShowerHandler!
set    LHCHandler:HadronizationHandler  /Herwig/ClusterHadHandler!
set    LHCHandler:DecayHandler          /Herwig/DecayHandler!
[...]!
!
!
create ThePEG::EventGenerator /Herwig/LHCGenerator ThePEG.so  
set    LHCGenerator:EventHandler /Herwig/LHCHandler  
[...]!
!
!
set LHCHandler:BeamA /Herwig/Particles/p+!
set LHCHandler:BeamB /Herwig/Particles/p+!
set FixedLHCLuminosity:Energy 14000.0!
[...]!
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EventGenerator

RNG Physics Model

EventHandler

DecaysHadron- 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Shower
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create ThePEG::StandardEventHandler /Herwig/LHCHandler!
set    LHCHandler:LuminosityFunction FixedLHCLuminosity!
!
insert LHCHandler:SubProcessHandlers[0] /Herwig/SimpleQCD!
set    LHCHandler:CascadeHandler        /Herwig/ShowerHandler!
set    LHCHandler:HadronizationHandler  /Herwig/ClusterHadHandler!
set    LHCHandler:DecayHandler          /Herwig/DecayHandler!
[...]!
!
!
create ThePEG::EventGenerator /Herwig/LHCGenerator ThePEG.so  
set    LHCGenerator:EventHandler /Herwig/LHCHandler  
[...]!
!
!
set LHCHandler:BeamA /Herwig/Particles/p+!
set LHCHandler:BeamB /Herwig/Particles/p+!
set FixedLHCLuminosity:Energy 14000.0!
[...]!

Arbitrary user extensions use dlopen(): 
!

create DGrell::Myclass /DGrell/Myclass DGrellHwPlugin.so 
!

Main code never needs recompilation. 
!
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EventGenerator
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EventHandler

DecaysHadron- 
ization

Parton  
Shower
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create ThePEG::StandardEventHandler /Herwig/LHCHandler!
set    LHCHandler:LuminosityFunction FixedLHCLuminosity!
!
insert LHCHandler:SubProcessHandlers[0] /Herwig/SimpleQCD!
set    LHCHandler:CascadeHandler        /Herwig/ShowerHandler!
set    LHCHandler:HadronizationHandler  /Herwig/ClusterHadHandler!
set    LHCHandler:DecayHandler          /Herwig/DecayHandler!
[...]!
!
!
create ThePEG::EventGenerator /Herwig/LHCGenerator ThePEG.so  
set    LHCGenerator:EventHandler /Herwig/LHCHandler  
[...]!
!
!
set LHCHandler:BeamA /Herwig/Particles/p+!
set LHCHandler:BeamB /Herwig/Particles/p+!
set FixedLHCLuminosity:Energy 14000.0!
[...]!
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• Make use of existing Lorentz structures in helicity 
amplitude formalism 

• Use UFO converter or hand-code vertices for the new 
model, and model class to hold parameter values 

• Automatic determination of 2→2 MEs,  
and 1→2 and 1→3 decays, with full spin correlation 

• Have: MSSM (with SLHA reader), UED, Randall-
Sundrum gravitons, Z’, anomalous hVV, …

BSM model handling



Vertex Classes
• The Feynman rules are coded as Vertex classes 

inheriting from one of the already implemented 
spin structures, e.g. for a new vector coupling only 
need to supply c, gL and gR : 

!

!

• The interactions in new physics models can then 
be implemented by supplying the couplings in the 
model.

ȳcgµ [gLPL + gRPR]yeµ



New Physics model
• Implementing a new model in Herwig++ is then 

simply a matter of: 
– implementing a new model class which inherits from 

the Herwig++ Standard Model class and stores or 
calculates any parameters needed in the model; 

– implementing the Vertex classes, specifying the 
interactions in the model; 

– specifying the particle content of the model. 
• Still requires coding for each model, but if UFO 

description is available, fully automatic using the 
ufo2herwig command and make.



BSM features
• The current release includes: 

• UFO model converter 
• full spin correlations; 
• simulation of off-shell effects; 
• simulation of 2->2 process; 
• simulation of two-, three- and some four-body decays; 
• some 2->3 processes for BSM Higgs physics; 
• Small Δm weak decays using tau hadronic currents; 
• allows different vertex Lorentz structures to be easily 

handled; 
• Wide range of models MSSM, NMSSM, RS, ADD, 

Sextet, Little Higgs (with or w/o T-parity), Leptoquarks, 
UED …
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Planned release: Autumn 2014



Preview of Herwig++ 
developments

Planned release: Autumn 2014

"I love deadlines. I love the whooshing 
noise they make as they go by."



Matchbox development.
[J. Bellm, N. Fischer, S. Gieseke, SP, D. Rauch, C. Reuschle + A. Wilcock, P. Richardson]

Automated LO and NLO cross sections for Herwig++

– Run out of the box, steering as before.

– Include matching to angular ordered and dipole shower.

– Provide all necessary functionality for (N)LO merging.

Include reasonable and consistent evaluation of shower and scale uncertainties.
! Integrated, coherent framework.

Continuation and generalization of dipole shower plus NLO developments.
[SP & S. Gieseke – Eur.Phys.J. C72 (2012) 2187]

Closely tied to structural improvements and extensions of ThePEG.
Major milestone for Herwig++ 3.0 ⌘ Herwig 7 e↵orts.

Partial beta tester available in Herwig++ 2.7.x, much more to come in 2.8.x.

Simon Plätzer (DESY) Activities at Karlsruhe + DESY 4 / 14

No LHE file detour needed



Matchbox development.
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Interfaces at amplitude level
– Color bases provided, including interface to ColorFull.

[M. Sjödahl, SP]

– Spinor helicity library and caching facilities.

– MadGraph5.
[MadGraph & J. Bellm, S. Gieseke, SP, A. Wilcock]

– Some in-house calculations and parts of HJets++.
[F. Campanario, T. Figy, SP, M. Sjödahl]

Interfaces at squared amplitude level
– Dedicated interfaces.

[HEJ & SP]
[nlojet++ & J. Kotanski, J. Katzy, SP]

– BLHA2.
[GoSam & J. Bellm, S. Gieseke, SP, C. Reuschle]
[NJet & SP]
[OpenLoops & J. Bellm, S. Gieseke]
[VBFNLO & K. Arnold, S. Gieseke, SP]

Matchbox infrastructure
based on [SP & S. Gieseke – Eur.Phys.J. C72 (2012) 2187]

– Process generation and bookkeeping, integration.

– Automated Catani-Seymour dipole subtraction.

– Diagram-based mutli-channel phase space.

Shower plugins
matching details & uncertainties [SP – in preparation]

– Dipole shower D(p?).

– Angular ordered shower P(q̃).

– ME correction RME(p?), including adaptive sampling.

Simon Plätzer (DESY) Activities at Karlsruhe + DESY 5 / 14



Matchbox-based activities.

Shower & matching uncertainties [SP]

natural shower
hfact profile
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(N)LO merging
[J. Bellm, S. Gieseke, SP]

– ‘Unitarized’ merging approach.
[Lönnblad, Prestel –JHEP 1303 (2013) 166]

[SP – JHEP 1308 (2013) 114]

– Smoothly integrated, no extra event
files or external codes to run.

(VBF) Higgs phenomenology @ NLO+PS
[S. Gieseke, SP + M. Rauch]

[SP + F. Campanario, T. Figy, M. Sjödahl]

– Interface to VBFNLO for all relevant
signals and backgrounds, including
anomalous couplings.

– Signal predictions without VBF
approximation from HJets++.

Simon Plätzer (DESY) Activities at Karlsruhe + DESY 6 / 14



(N)LO merging.

[J. Bellm, S. Gieseke, SP – work in progress]

OPAL data
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Matchbox for BSM

Leading Order
ME Correction (MadGraph+Matchbox)
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[Alix Wilcock, Simon Plätzer, Peter Richardson]

pT in stop pair production, 
standard Herwig++ ⬄ MadGraph+Matchbox



Use case: 
Toolchain for BSM limits  

SLHA / Herwig++ / Rivet



Use case: 
Toolchain for BSM limits  

SLHA / Herwig++ / Rivet

(full models, simulated to hadron level)



read   MSSM.model!
set    HPConstructor:IncludeEW No!
!
insert HPConstructor:Incoming 0 g!
insert HPConstructor:Incoming 1 u!
insert HPConstructor:Incoming 2 ubar!
insert HPConstructor:Incoming 3 d!
insert HPConstructor:Incoming 4 dbar!
!
insert HPConstructor:Outgoing 0 ~u_L!
insert HPConstructor:Outgoing 1 ~u_Lbar!
insert HPConstructor:Outgoing 2 ~d_L!
insert HPConstructor:Outgoing 3 ~d_Lbar!
!
setup  MSSM/Model SPhenoSPS1a.spc!
set    TwoBodyDC:CreateDecayModes No!
set    ThreeBodyDC:CreateDecayModes No!
!
#insert DecayConstructor:DisableModes 0 ~u_L->~chi_20,u;!
#insert DecayConstructor:DisableModes 1 ~chi_20->~e_R-,e+;!

BSM setup



Search for squarks and gluinos using final states with jets and missing transverse
momentum with the ATLAS detector in

⌃
s = 7 TeV proton-proton collisions

The ATLAS Collaboration

Abstract

CERN-PH-EP-2011-022, Submitted to Phys. Lett. B

A search for squarks and gluinos in final states containing jets, missing transverse momentum and no electrons or muons is
presented. The data were recorded by the ATLAS experiment in

⌃
s = 7 TeV proton-proton collisions at the Large Hadron Collider.

No excess above the Standard Model background expectation was observed in 35 pb�1 of analysed data. Gluino masses below
500 GeV are excluded at the 95% confidence level in simplified models containing only squarks of the first two generations, a gluino
octet and a massless neutralino. The exclusion increases to 870 GeV for equal mass squarks and gluinos. In MSUGRA/CMSSM
models with tan � = 3, A0 = 0 and µ > 0, squarks and gluinos of equal mass are excluded below 775 GeV. These are the most
stringent limits to date.

1. Introduction
Many extensions of the Standard Model (SM) include heavy

coloured particles, some of which could be accessible at the
LHC. The squarks and gluinos of supersymmetric theories [1]
are one example of such particles. This letter presents the first
ATLAS search for squarks and gluinos in final states contain-
ing only jets and large missing transverse momentum. Interest
in this final state is motivated by the large number of R-parity
conserving models in which squarks and gluinos can be pro-
duced in pairs {g̃g̃, q̃q̃, q̃g̃} and can generate that final state in
their decays q̃ ⇥ q⌥̃0

1 and g̃ ⇥ qq⌥̃0
1 to weakly interacting

neutralinos, ⌥̃0
1, which escape the detector unseen. The analy-

sis presented here is based on a study of purely hadronic final
states; events with reconstructed electrons and muons are ve-
toed to avoid overlap with a related ATLAS search [2] which
requires a lepton. The search strategy was optimised for max-
imum exclusion in the (mg̃,mq̃)-plane for a set of simplified
models in which all other supersymmetric particles (except for
the lightest neutralino) were given masses beyond the reach of
the LHC. Though interpreted in terms of supersymmetric mod-
els, the main results of this analysis (the data and expected
background event counts in the signal regions) are relevant for
excluding any model of new physics that predicts jets in associ-
ation with missing transverse momentum. Currently, the most
stringent limits on squark and gluino masses are obtained at the
LHC [3] and at the Tevatron [4] .

2. The ATLAS Detector and Data Samples
The ATLAS detector [5] is a multipurpose particle physics

apparatus with a forward-backward symmetric cylindrical ge-
ometry and nearly 4⇧ coverage in solid angle.1 The layout

1 ATLAS uses a right-handed coordinate system with its origin at the nomi-
nal interaction point in the centre of the detector and the z-axis along the beam
pipe. Cylindrical coordinates (r, ⌃) are used in the transverse plane, ⌃ being the
azimuthal angle around the beam pipe. The pseudorapidity ⇥ is defined in terms
of the polar angle ⇤ by ⇥ = � ln tan(⇤/2).

of the detector is dominated by four superconducting mag-
net systems, which comprise a thin solenoid surrounding in-
ner tracking detectors and three large toroids supporting a large
muon tracker. The calorimeters are of particular importance
to this analysis. In the pseudorapidity region |⇥| < 3.2, high-
granularity liquid-argon (LAr) electromagnetic (EM) sampling
calorimeters are used. An iron-scintillator tile calorimeter pro-
vides hadronic coverage over |⇥| < 1.7. The end-cap and for-
ward regions, spanning 1.5 < |⇥| < 4.9, are instrumented with
LAr calorimetry for both EM and hadronic measurements.

The data sample used in this analysis was taken in 2010 with
the LHC operating at a centre-of-mass energy of 7 TeV. Appli-
cation of beam, detector and data-quality requirements resulted
in a total integrated luminosity of 35 pb�1. The detailed trigger
specification varied throughout the data-taking period, partly as
a consequence of the rapidly increasing LHC luminosity, but al-
ways guarantees a trigger e⇥ciency above 97% for events with
a reconstructed jet with transverse momentum (pT) exceeding
120 GeV and more than 100 GeV of missing pT.

3. Object Reconstruction
Jet candidates are reconstructed by using the anti-kt jet clus-

tering algorithm [6] with a distance parameter of 0.4. The in-
puts to this algorithm are clusters of calorimeter cells seeded by
those with energy significantly above the measured noise. Jet
momenta are constructed by performing a four-vector sum over
these cell clusters, treating each as an (E, �p) four-vector with
zero mass. These jets are corrected for the e�ects of calorime-
ter non-compensation and inhomogeneities by using pT- and ⇥-
dependent calibration factors based on Monte Carlo (MC) cor-
rections validated with extensive test-beam and collision-data
studies [7]. Only jet candidates with pT > 20 GeV and |⇥| < 4.9
are retained hereafter.

Electron candidates are required to have pT > 10 GeV, to
have |⇥| < 2.47, to pass the ‘medium’ electron shower shape and
track selection criteria of Ref. [8], and to be outside problem-

Preprint submitted to Elsevier February 28, 2011
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atic regions of the calorimeter. Muon candidates are required
to have pT > 10 GeV and |�| < 2.4. The sum of the trans-
verse momenta of charged particle tracks within a cone of ra-
dius �R =

�
(��)2 + (�⌅)2 = 0.2 around the muon trajectory is

required to be less than 1.8 GeV.
Following the steps above, overlaps between candidate jets

with |�| < 2.5 and leptons are resolved using the method of
Ref. [9] as follows. First, any such jet candidate lying within
a distance �R < 0.2 of an electron is discarded. Then the
whole event is rejected if any electron candidate remains in the
calorimeter transition region 1.37 < |�| < 1.52 between barrel
and end-cap. Finally, any lepton candidate remaining within a
distance �R = 0.4 of such a jet candidate is discarded.

The measurement of the missing transverse momentum two-
vector ↵Pmiss

T (and its magnitude Emiss
T ) is then based on the trans-

verse momenta of all remaining jet and lepton candidates and
all calorimeter clusters not associated to such objects. Follow-
ing this, all jet candidates with |�| > 2.5 are discarded.

Thereafter, the remaining lepton and jet candidates are con-
sidered “reconstructed”, and the term “candidate” is dropped.

4. Event Selection
Following the object reconstruction described above, events

are discarded if any electrons or muons remain, or if they have
any jets failing quality selection criteria against detector noise
and against non-collision backgrounds [10], or if they lack a re-
constructed primary vertex associated with five or more tracks.

In order to achieve maximal reach over the (mg̃,mq̃)-plane,
several signal regions are defined. When production of squark
pairs q̃q̃ is dominant, only a small number of jets (one per
squark from q̃ ⇥ q⇧̃0

1) is expected. The optimal strategy for
the q̃q̃ region therefore makes requirements on two jets only.
When production involves gluinos (g̃g̃ and q̃g̃), extra jets are
expected from g̃ ⇥ qq⇧̃0

1. In these regions, requiring at least
three jets yields better sensitivity. The higher total cross section
in the associated q̃g̃ region where both species are accessible
permits the use of tighter criteria than in the g̃g̃ region. Four
signal regions A, B, C and D are thus defined (targeting light-
q̃q̃, heavy-q̃q̃, g̃g̃ and g̃q̃ production, respectively) as shown in
Table 1. In this table, �⌅(jet, ↵Pmiss

T )min is the smallest of the az-
imuthal separations between ↵Pmiss

T and jets with pT > 40 GeV
(up to a maximum of three, in descending order of pT, whether
pre-selected or not). The variable mT2 [11] is defined to be the
maximal lower bound on the mass of a pair produced particle
which decays into one of the pre-selected jets and a massless
undetected particle, assuming the two undetected particles are
the only source of the event ↵Pmiss

T . The e⇥ective mass, me⇥ , is
defined as the sum of Emiss

T and the magnitudes of the transverse
momenta of the two highest pT jets (in signal region A) or three
highest pT jets (in signal regions C and D). The q̃q̃ channel has
two signal regions, A and B, because the mT2 distribution has
the best expected reach in mq̃, but me⇥ o⇥ers better coverage for
lighter squarks.

5. Backgrounds, Simulation and Normalisation
Standard Model background processes contribute to the

event counts in the signal regions. The dominant sources are

A B C D

Pr
e-

se
le

ct
io

n Number of required jets � 2 � 2 � 3 � 3
Leading jet pT [GeV] > 120 > 120 > 120 > 120
Other jet(s) pT [GeV] > 40 > 40 > 40 > 40
Emiss

T [GeV] > 100 > 100 > 100 > 100

Fi
na

ls
el

ec
tio

n

�⌅(jet, ↵Pmiss
T )min > 0.4 > 0.4 > 0.4 > 0.4

Emiss
T /me⇥ > 0.3 – > 0.25 > 0.25

me⇥ [GeV] > 500 – > 500 > 1000
mT2 [GeV] – > 300 – –

Table 1: Criteria for admission to each of the four overlapping signal regions A
to D. All variables are defined in §4.

W+jets, Z+jets, top pair, QCD multi-jet (hereafter, the expres-
sion “multi-jet” is dropped) and single top production. Non-
collision backgrounds are negligible. The majority of the
W+jets background is composed of W ⇥ ⇤⇥ events, or W ⇥ l⇥
events in which no electron or muon candidate is reconstructed.
The largest part of the Z+jets background comes from the ir-
reducible component in which Z ⇥ ⇥⇥̄ generates large Emiss

T .
Hadronic ⇤ decays in tt̄ ⇥ bb̄⇤⇥qq can generate large Emiss

T and
pass the jet and lepton requirements at a non-negligible rate.
The QCD background in the signal regions is predominantly
caused by poor reconstruction of jet energies in calorimeters
leading to ‘fake’ missing transverse momentum. There is also
a contribution from neutrinos when events contain leptonic de-
cays of heavy quarks. Extensive validation of MC against data
has been performed for each of these background sources and
for a wide variety of control regions. The excellent agreement
found motivates an approach in which both the shape and the
normalisation of the W+jets, Z+jets and top backgrounds are
taken from MC simulation. In contrast, the QCD background is
normalised to data in control regions as described below.

Production of W and Z bosons, in association with jets, was
simulated with ALPGEN [12] v2.13 at leading order (LO) and up
to 2 ⇥ 5 partons using CTEQ6L1 PDFs [13]. Both were sepa-
rately normalised to the next-to-next-to-leading-order inclusive
W and Z cross sections from FEWZ [14] v2.0. Both resulting
samples were found to be consistent with a variety of data-
derived estimates, including methods based on: re-simulation
of reconstructed leptons as hadronically decaying taus; removal
of leptons from W(l⇥)+jet and Z(ll)+jet events; and by com-
paring MC predictions to data in control regions enriched with
background events.

Production of top quarks (both singly and in pairs, assum-
ing mtop = 172.5 GeV) was simulated with MC@NLO [15] v3.41
using CTEQ6.6 next-to-leading-order (NLO) PDFs [16]. This
estimate was found to be consistent with a data-driven cross-
check based on replacement of reconstructed muons in the cor-
responding single lepton channels with simulated hadronic ⇤
decays. Agreement was also found after reweighting the tt̄ MC
according to experimentally measured b-tag weights.

Simulated QCD events were generated both with PYTHIA
[17] v6.4.21, which uses 2⇥ 2 LO matrix elements (ME) with
the MRST2007 LO* PDF set [18], and with ALPGEN implement-
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atic regions of the calorimeter. Muon candidates are required
to have pT > 10 GeV and |�| < 2.4. The sum of the trans-
verse momenta of charged particle tracks within a cone of ra-
dius �R =

�
(��)2 + (�⌅)2 = 0.2 around the muon trajectory is

required to be less than 1.8 GeV.
Following the steps above, overlaps between candidate jets

with |�| < 2.5 and leptons are resolved using the method of
Ref. [9] as follows. First, any such jet candidate lying within
a distance �R < 0.2 of an electron is discarded. Then the
whole event is rejected if any electron candidate remains in the
calorimeter transition region 1.37 < |�| < 1.52 between barrel
and end-cap. Finally, any lepton candidate remaining within a
distance �R = 0.4 of such a jet candidate is discarded.

The measurement of the missing transverse momentum two-
vector ↵Pmiss

T (and its magnitude Emiss
T ) is then based on the trans-

verse momenta of all remaining jet and lepton candidates and
all calorimeter clusters not associated to such objects. Follow-
ing this, all jet candidates with |�| > 2.5 are discarded.

Thereafter, the remaining lepton and jet candidates are con-
sidered “reconstructed”, and the term “candidate” is dropped.

4. Event Selection
Following the object reconstruction described above, events

are discarded if any electrons or muons remain, or if they have
any jets failing quality selection criteria against detector noise
and against non-collision backgrounds [10], or if they lack a re-
constructed primary vertex associated with five or more tracks.

In order to achieve maximal reach over the (mg̃,mq̃)-plane,
several signal regions are defined. When production of squark
pairs q̃q̃ is dominant, only a small number of jets (one per
squark from q̃ ⇥ q⇧̃0

1) is expected. The optimal strategy for
the q̃q̃ region therefore makes requirements on two jets only.
When production involves gluinos (g̃g̃ and q̃g̃), extra jets are
expected from g̃ ⇥ qq⇧̃0

1. In these regions, requiring at least
three jets yields better sensitivity. The higher total cross section
in the associated q̃g̃ region where both species are accessible
permits the use of tighter criteria than in the g̃g̃ region. Four
signal regions A, B, C and D are thus defined (targeting light-
q̃q̃, heavy-q̃q̃, g̃g̃ and g̃q̃ production, respectively) as shown in
Table 1. In this table, �⌅(jet, ↵Pmiss

T )min is the smallest of the az-
imuthal separations between ↵Pmiss

T and jets with pT > 40 GeV
(up to a maximum of three, in descending order of pT, whether
pre-selected or not). The variable mT2 [11] is defined to be the
maximal lower bound on the mass of a pair produced particle
which decays into one of the pre-selected jets and a massless
undetected particle, assuming the two undetected particles are
the only source of the event ↵Pmiss

T . The e⇥ective mass, me⇥ , is
defined as the sum of Emiss

T and the magnitudes of the transverse
momenta of the two highest pT jets (in signal region A) or three
highest pT jets (in signal regions C and D). The q̃q̃ channel has
two signal regions, A and B, because the mT2 distribution has
the best expected reach in mq̃, but me⇥ o⇥ers better coverage for
lighter squarks.

5. Backgrounds, Simulation and Normalisation
Standard Model background processes contribute to the

event counts in the signal regions. The dominant sources are

A B C D
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io

n Number of required jets � 2 � 2 � 3 � 3
Leading jet pT [GeV] > 120 > 120 > 120 > 120
Other jet(s) pT [GeV] > 40 > 40 > 40 > 40
Emiss

T [GeV] > 100 > 100 > 100 > 100
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n

�⌅(jet, ↵Pmiss
T )min > 0.4 > 0.4 > 0.4 > 0.4

Emiss
T /me⇥ > 0.3 – > 0.25 > 0.25

me⇥ [GeV] > 500 – > 500 > 1000
mT2 [GeV] – > 300 – –

Table 1: Criteria for admission to each of the four overlapping signal regions A
to D. All variables are defined in §4.

W+jets, Z+jets, top pair, QCD multi-jet (hereafter, the expres-
sion “multi-jet” is dropped) and single top production. Non-
collision backgrounds are negligible. The majority of the
W+jets background is composed of W ⇥ ⇤⇥ events, or W ⇥ l⇥
events in which no electron or muon candidate is reconstructed.
The largest part of the Z+jets background comes from the ir-
reducible component in which Z ⇥ ⇥⇥̄ generates large Emiss

T .
Hadronic ⇤ decays in tt̄ ⇥ bb̄⇤⇥qq can generate large Emiss

T and
pass the jet and lepton requirements at a non-negligible rate.
The QCD background in the signal regions is predominantly
caused by poor reconstruction of jet energies in calorimeters
leading to ‘fake’ missing transverse momentum. There is also
a contribution from neutrinos when events contain leptonic de-
cays of heavy quarks. Extensive validation of MC against data
has been performed for each of these background sources and
for a wide variety of control regions. The excellent agreement
found motivates an approach in which both the shape and the
normalisation of the W+jets, Z+jets and top backgrounds are
taken from MC simulation. In contrast, the QCD background is
normalised to data in control regions as described below.

Production of W and Z bosons, in association with jets, was
simulated with ALPGEN [12] v2.13 at leading order (LO) and up
to 2 ⇥ 5 partons using CTEQ6L1 PDFs [13]. Both were sepa-
rately normalised to the next-to-next-to-leading-order inclusive
W and Z cross sections from FEWZ [14] v2.0. Both resulting
samples were found to be consistent with a variety of data-
derived estimates, including methods based on: re-simulation
of reconstructed leptons as hadronically decaying taus; removal
of leptons from W(l⇥)+jet and Z(ll)+jet events; and by com-
paring MC predictions to data in control regions enriched with
background events.

Production of top quarks (both singly and in pairs, assum-
ing mtop = 172.5 GeV) was simulated with MC@NLO [15] v3.41
using CTEQ6.6 next-to-leading-order (NLO) PDFs [16]. This
estimate was found to be consistent with a data-driven cross-
check based on replacement of reconstructed muons in the cor-
responding single lepton channels with simulated hadronic ⇤
decays. Agreement was also found after reweighting the tt̄ MC
according to experimentally measured b-tag weights.

Simulated QCD events were generated both with PYTHIA
[17] v6.4.21, which uses 2⇥ 2 LO matrix elements (ME) with
the MRST2007 LO* PDF set [18], and with ALPGEN implement-
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Signal region A Signal region B Signal region C Signal region D
QCD 7 +8

�7[u+j] 0.6 +0.7
�0.6[u+j] 9 +10

�9 [u+j] 0.2 +0.4
�0.2[u+j]

W+jets 50 ± 11[u] +14
�10[j] ± 5[L] 4.4 ± 3.2[u] +1.5

�0.8[j] ± 0.5[L] 35 ± 9[u] +10
� 8[j] ± 4[L] 1.1 ± 0.7[u] +0.2

�0.3[j] ± 0.1[L]
Z+jets 52 ± 21[u] +15

�11[j] ± 6[L] 4.1 ± 2.9[u] +2.1
�0.8[j] ± 0.5[L] 27 ± 12[u] +10

� 6[j] ± 3[L] 0.8 ± 0.7[u] +0.6
�0.0[j] ± 0.1[L]

tt̄ and t 10 ± 0[u] + 3
� 2[j] ± 1[L] 0.9 ± 0.1[u] +0.4

�0.3[j] ± 0.1[L] 17 ± 1[u] + 6
� 4[j] ± 2[L] 0.3 ± 0.1[u] +0.2

�0.1[j] ± 0.0[L]
Total SM 118 ± 25[u] +32

�23[j] ± 12[L] 10.0 ± 4.3[u] +4.0
�1.9[j] ± 1.0[L] 88 ± 18[u] +26

�18[j] ± 9[L] 2.5 ± 1.0[u] +1.0
�0.4[j] ± 0.2[L]

Data 87 11 66 2

Table 2: Expected and observed numbers of events in the four signal regions. Uncertainties shown are due to “MC statistics, statistics in control regions, other
sources of uncorrelated systematic uncertainty, and also the jet energy resolution and lepton e⇥ciencies” [u], the jet energy scale [j], and the luminosity [L].
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Figure 1: The distributions of me� (separately for the ⇤ 2 and ⇤ 3 jet regions) and mT2 are shown for data and for the expected SM contributions after application
of all selection criteria – cuts on the variables themselves are indicated by the red arrows. Also shown is the Emiss

T distribution after the ⇤2 jet preselection cuts
only. For comparison, each plot includes a curve showing the expectation for an MSUGRA/CMSSM reference point with m0 = 200 GeV, m1/2 = 190 GeV, A0 = 0,
tan � = 3 and µ > 0. This reference point is also indicated by the star on Figure 3. Below each plot may be seen the ratio of the data to the SM expectation. Black
vertical bars show the statistical uncertainty from the data, while the yellow band shows the size of the Standard Model MC uncertainty.
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atic regions of the calorimeter. Muon candidates are required
to have pT > 10 GeV and |�| < 2.4. The sum of the trans-
verse momenta of charged particle tracks within a cone of ra-
dius �R =

�
(��)2 + (�⌅)2 = 0.2 around the muon trajectory is

required to be less than 1.8 GeV.
Following the steps above, overlaps between candidate jets

with |�| < 2.5 and leptons are resolved using the method of
Ref. [9] as follows. First, any such jet candidate lying within
a distance �R < 0.2 of an electron is discarded. Then the
whole event is rejected if any electron candidate remains in the
calorimeter transition region 1.37 < |�| < 1.52 between barrel
and end-cap. Finally, any lepton candidate remaining within a
distance �R = 0.4 of such a jet candidate is discarded.

The measurement of the missing transverse momentum two-
vector ↵Pmiss

T (and its magnitude Emiss
T ) is then based on the trans-

verse momenta of all remaining jet and lepton candidates and
all calorimeter clusters not associated to such objects. Follow-
ing this, all jet candidates with |�| > 2.5 are discarded.

Thereafter, the remaining lepton and jet candidates are con-
sidered “reconstructed”, and the term “candidate” is dropped.

4. Event Selection
Following the object reconstruction described above, events

are discarded if any electrons or muons remain, or if they have
any jets failing quality selection criteria against detector noise
and against non-collision backgrounds [10], or if they lack a re-
constructed primary vertex associated with five or more tracks.

In order to achieve maximal reach over the (mg̃,mq̃)-plane,
several signal regions are defined. When production of squark
pairs q̃q̃ is dominant, only a small number of jets (one per
squark from q̃ ⇥ q⇧̃0

1) is expected. The optimal strategy for
the q̃q̃ region therefore makes requirements on two jets only.
When production involves gluinos (g̃g̃ and q̃g̃), extra jets are
expected from g̃ ⇥ qq⇧̃0

1. In these regions, requiring at least
three jets yields better sensitivity. The higher total cross section
in the associated q̃g̃ region where both species are accessible
permits the use of tighter criteria than in the g̃g̃ region. Four
signal regions A, B, C and D are thus defined (targeting light-
q̃q̃, heavy-q̃q̃, g̃g̃ and g̃q̃ production, respectively) as shown in
Table 1. In this table, �⌅(jet, ↵Pmiss

T )min is the smallest of the az-
imuthal separations between ↵Pmiss

T and jets with pT > 40 GeV
(up to a maximum of three, in descending order of pT, whether
pre-selected or not). The variable mT2 [11] is defined to be the
maximal lower bound on the mass of a pair produced particle
which decays into one of the pre-selected jets and a massless
undetected particle, assuming the two undetected particles are
the only source of the event ↵Pmiss

T . The e⇥ective mass, me⇥ , is
defined as the sum of Emiss

T and the magnitudes of the transverse
momenta of the two highest pT jets (in signal region A) or three
highest pT jets (in signal regions C and D). The q̃q̃ channel has
two signal regions, A and B, because the mT2 distribution has
the best expected reach in mq̃, but me⇥ o⇥ers better coverage for
lighter squarks.

5. Backgrounds, Simulation and Normalisation
Standard Model background processes contribute to the

event counts in the signal regions. The dominant sources are

A B C D
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io

n Number of required jets � 2 � 2 � 3 � 3
Leading jet pT [GeV] > 120 > 120 > 120 > 120
Other jet(s) pT [GeV] > 40 > 40 > 40 > 40
Emiss

T [GeV] > 100 > 100 > 100 > 100

Fi
na

ls
el

ec
tio

n

�⌅(jet, ↵Pmiss
T )min > 0.4 > 0.4 > 0.4 > 0.4

Emiss
T /me⇥ > 0.3 – > 0.25 > 0.25

me⇥ [GeV] > 500 – > 500 > 1000
mT2 [GeV] – > 300 – –

Table 1: Criteria for admission to each of the four overlapping signal regions A
to D. All variables are defined in §4.

W+jets, Z+jets, top pair, QCD multi-jet (hereafter, the expres-
sion “multi-jet” is dropped) and single top production. Non-
collision backgrounds are negligible. The majority of the
W+jets background is composed of W ⇥ ⇤⇥ events, or W ⇥ l⇥
events in which no electron or muon candidate is reconstructed.
The largest part of the Z+jets background comes from the ir-
reducible component in which Z ⇥ ⇥⇥̄ generates large Emiss

T .
Hadronic ⇤ decays in tt̄ ⇥ bb̄⇤⇥qq can generate large Emiss

T and
pass the jet and lepton requirements at a non-negligible rate.
The QCD background in the signal regions is predominantly
caused by poor reconstruction of jet energies in calorimeters
leading to ‘fake’ missing transverse momentum. There is also
a contribution from neutrinos when events contain leptonic de-
cays of heavy quarks. Extensive validation of MC against data
has been performed for each of these background sources and
for a wide variety of control regions. The excellent agreement
found motivates an approach in which both the shape and the
normalisation of the W+jets, Z+jets and top backgrounds are
taken from MC simulation. In contrast, the QCD background is
normalised to data in control regions as described below.

Production of W and Z bosons, in association with jets, was
simulated with ALPGEN [12] v2.13 at leading order (LO) and up
to 2 ⇥ 5 partons using CTEQ6L1 PDFs [13]. Both were sepa-
rately normalised to the next-to-next-to-leading-order inclusive
W and Z cross sections from FEWZ [14] v2.0. Both resulting
samples were found to be consistent with a variety of data-
derived estimates, including methods based on: re-simulation
of reconstructed leptons as hadronically decaying taus; removal
of leptons from W(l⇥)+jet and Z(ll)+jet events; and by com-
paring MC predictions to data in control regions enriched with
background events.

Production of top quarks (both singly and in pairs, assum-
ing mtop = 172.5 GeV) was simulated with MC@NLO [15] v3.41
using CTEQ6.6 next-to-leading-order (NLO) PDFs [16]. This
estimate was found to be consistent with a data-driven cross-
check based on replacement of reconstructed muons in the cor-
responding single lepton channels with simulated hadronic ⇤
decays. Agreement was also found after reweighting the tt̄ MC
according to experimentally measured b-tag weights.

Simulated QCD events were generated both with PYTHIA
[17] v6.4.21, which uses 2⇥ 2 LO matrix elements (ME) with
the MRST2007 LO* PDF set [18], and with ALPGEN implement-
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Signal region A Signal region B Signal region C Signal region D
QCD 7 +8

�7[u+j] 0.6 +0.7
�0.6[u+j] 9 +10

�9 [u+j] 0.2 +0.4
�0.2[u+j]

W+jets 50 ± 11[u] +14
�10[j] ± 5[L] 4.4 ± 3.2[u] +1.5

�0.8[j] ± 0.5[L] 35 ± 9[u] +10
� 8[j] ± 4[L] 1.1 ± 0.7[u] +0.2

�0.3[j] ± 0.1[L]
Z+jets 52 ± 21[u] +15

�11[j] ± 6[L] 4.1 ± 2.9[u] +2.1
�0.8[j] ± 0.5[L] 27 ± 12[u] +10

� 6[j] ± 3[L] 0.8 ± 0.7[u] +0.6
�0.0[j] ± 0.1[L]

tt̄ and t 10 ± 0[u] + 3
� 2[j] ± 1[L] 0.9 ± 0.1[u] +0.4

�0.3[j] ± 0.1[L] 17 ± 1[u] + 6
� 4[j] ± 2[L] 0.3 ± 0.1[u] +0.2

�0.1[j] ± 0.0[L]
Total SM 118 ± 25[u] +32

�23[j] ± 12[L] 10.0 ± 4.3[u] +4.0
�1.9[j] ± 1.0[L] 88 ± 18[u] +26

�18[j] ± 9[L] 2.5 ± 1.0[u] +1.0
�0.4[j] ± 0.2[L]

Data 87 11 66 2

Table 2: Expected and observed numbers of events in the four signal regions. Uncertainties shown are due to “MC statistics, statistics in control regions, other
sources of uncorrelated systematic uncertainty, and also the jet energy resolution and lepton e⇥ciencies” [u], the jet energy scale [j], and the luminosity [L].
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Figure 1: The distributions of me� (separately for the ⇤ 2 and ⇤ 3 jet regions) and mT2 are shown for data and for the expected SM contributions after application
of all selection criteria – cuts on the variables themselves are indicated by the red arrows. Also shown is the Emiss

T distribution after the ⇤2 jet preselection cuts
only. For comparison, each plot includes a curve showing the expectation for an MSUGRA/CMSSM reference point with m0 = 200 GeV, m1/2 = 190 GeV, A0 = 0,
tan � = 3 and µ > 0. This reference point is also indicated by the star on Figure 3. Below each plot may be seen the ratio of the data to the SM expectation. Black
vertical bars show the statistical uncertainty from the data, while the yellow band shows the size of the Standard Model MC uncertainty.
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of MSUGRA/CMSSM [29] in Figure 3.
These figures also show the variation of the expected limit

in response to ±1⇤ fluctuations of the SM expectation includ-
ing the stated systematic uncertainties. The exclusion regions
are constructed using a profile likelihood ratio method. Pseudo-
experiments are used to compute one-sided upper limits on the
signal contribution, which is assumed to be non-negative. At
each point in the (mg̃,mq̃) and CMSSM planes, the chosen test
statistic is the likelihood ratio corresponding to the number of
observed events in the signal region whose expected sensitivity
was largest. Plots showing where each signal region is domi-
nant may be found in [30]. All signal regions contribute to the
exclusion and to its boundary in the (mg̃,mq̃)-plane. Region D is
dominant near the CMSSM boundary. In the simplified model,
changing the ⌅̃0

1 mass from 0 to 100 GeV reduces the number of
selected events by only ⇤< 20% near the exclusion curve so only
slightly modifies the excluded region in the (mg̃,mq̃)-plane. In
the CMSSM, varying A0 to 300 GeV, tan � to 30 or µ to �µ leads
to significant (⇤ 5%) changes, among the strongly interacting
particles, only in the stop and sbottom masses. Accordingly, the
exclusion limits are not strongly sensitive to these parameters.

8. Summary
This letter reports a search for new physics in final states

containing high-pT jets, missing transverse momentum and no
electrons or muons. Good agreement is seen between the num-
bers of events observed in the four signal regions and the num-
bers of events expected from SM sources. Signal regions A, B,
C and D exclude non-SM cross sections within acceptance of
1.3, 0.35, 1.1 and 0.11 pb respectively at 95% confidence.

The results are interpreted in both a simplified model con-
taining only squarks of the first two generations, a gluino octet
and a massless neutralino, as well as in MSUGRA/CMSSM
models with tan � = 3, A0 = 0 and µ > 0. In the simplified
model, gluino masses below 500 GeV are excluded at the 95%
confidence level with the limit increasing to 870 GeV for equal
mass squarks and gluinos. In the MSUGRA/CMSSM models
equal mass squarks and gluinos below 775 GeV are excluded.
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ing the exact LO ME for up to 2 � 5 partons. The normalisa-
tion of these samples was fixed by a scaling designed to achieve
a match to data in control regions obtained by reversing the �⌅
requirements. After this scaling, both sets of simulations were
in agreement within the experimental uncertainties, and there-
fore only PYTHIA QCD simulations are used further in this anal-
ysis. The resulting QCD simulation was found to be consistent
with a data-driven QCD estimate in which high Emiss

T events
were generated from data by smearing low Emiss

T events on a
jet-by-jet basis with measured jet energy resolution functions.
This latter technique has no MC dependencies; it provides a
completely independent determination of the QCD background
using only quantities measured from the data. Additional con-
trol regions having reversed Emiss

T /me⇥ requirements were used
as further checks on the normalisation.

Supersymmetric events were generated with HERWIG++ [19]
v2.4.2. These samples were normalised using NLO cross sec-
tions determined by PROSPINO [20] v2.1.

All non-PYTHIA samples used HERWIG++ or HERWIG-6.510
[21] to simulate parton showering and fragmentation, while
JIMMY [22] v4.31 was used to generate the underlying event.
All samples were produced using an ATLAS ‘tune’ [23] and a
full detector simulation [24].

6. Systematic Uncertainties
The primary sources of systematic uncertainties in the back-

ground estimates are: the jet energy scale (JES), the jet energy
resolution (JER), the luminosity determination, the MC mod-
elling, the lepton e⇤ciencies, the extrapolation from control
regions into signal regions, and the finite statistics of the MC
samples and control regions. The uncertainty on the luminos-
ity determination is estimated to be 11% [25]. The JES un-
certainty has been measured from the complete 2010 data set
using the techniques described in Ref. [7] and, though pT and ⇥
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Figure 3: 95% C.L. exclusion limits in the tan � = 3, A0 = 0 and µ > 0 slice
of MSUGRA/CMSSM, together with existing limits [3, 4] with the di⇥erent
model assumptions given in the legend.

dependent, is around 7%. The JER measured in data [26] was
applied to all MC simulated jets and was propagated to  Pmiss

T .
The di⇥erence between the re-calibrated and nominal MC is
taken as the systematic uncertainty due to this e⇥ect. The un-
certainty on the estimated top background is dominated by the
JES uncertainty. Systematic uncertainties associated with mis-
identification of leptons, jet energy scale inter-calibration, the
rate of leptonic b-decays and the non-Gaussian tail of the jet re-
sponse function have also been incorporated where appropriate.

Systematic uncertainties on the SUSY signal were estimated
by variation of the factorisation and renormalisation scales in
PROSPINO between half and twice their default values and by
considering the PDF uncertainties provided by CTEQ6. Un-
certainties were calculated for individual production processes
(e.g. q̃q̃, g̃g̃, etc.).

7. Results, Interpretation and Limits
The number of observed data events and the number of SM

events expected to enter each of the signal regions are shown in
Table 2. The background model is found to be in good agree-
ment with the data, and the distributions of me⇥ , mT2 and Emiss

T
are shown in Figure 1.

An interpretation of the results is presented in Figure 2 as a
95% confidence exclusion region in the (mg̃,mq̃)-plane for the
simplified set of models with m⇧̃0

1
= 0 for which the analysis

was optimised. In these models the gluino mass and the masses
of the squarks of the first two generations are set to the values
shown in the figure. All other supersymmetric particles, includ-
ing the squarks of the third generation, are decoupled by being
given masses of 5 TeV. ISASUSY from ISAJET [27] v7.80 was
used to calculate the decay tables, and to guarantee consistent
electroweak symmetry breaking. The SUSY Les Houches Ac-
cord files for the models used may be found online [28]. The
results are also interpreted in the tan � = 3, A0 = 0, µ > 0 slice
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ing the exact LO ME for up to 2 � 5 partons. The normalisa-
tion of these samples was fixed by a scaling designed to achieve
a match to data in control regions obtained by reversing the �⌅
requirements. After this scaling, both sets of simulations were
in agreement within the experimental uncertainties, and there-
fore only PYTHIA QCD simulations are used further in this anal-
ysis. The resulting QCD simulation was found to be consistent
with a data-driven QCD estimate in which high Emiss

T events
were generated from data by smearing low Emiss

T events on a
jet-by-jet basis with measured jet energy resolution functions.
This latter technique has no MC dependencies; it provides a
completely independent determination of the QCD background
using only quantities measured from the data. Additional con-
trol regions having reversed Emiss

T /me⇥ requirements were used
as further checks on the normalisation.

Supersymmetric events were generated with HERWIG++ [19]
v2.4.2. These samples were normalised using NLO cross sec-
tions determined by PROSPINO [20] v2.1.

All non-PYTHIA samples used HERWIG++ or HERWIG-6.510
[21] to simulate parton showering and fragmentation, while
JIMMY [22] v4.31 was used to generate the underlying event.
All samples were produced using an ATLAS ‘tune’ [23] and a
full detector simulation [24].

6. Systematic Uncertainties
The primary sources of systematic uncertainties in the back-

ground estimates are: the jet energy scale (JES), the jet energy
resolution (JER), the luminosity determination, the MC mod-
elling, the lepton e⇤ciencies, the extrapolation from control
regions into signal regions, and the finite statistics of the MC
samples and control regions. The uncertainty on the luminos-
ity determination is estimated to be 11% [25]. The JES un-
certainty has been measured from the complete 2010 data set
using the techniques described in Ref. [7] and, though pT and ⇥
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Figure 3: 95% C.L. exclusion limits in the tan � = 3, A0 = 0 and µ > 0 slice
of MSUGRA/CMSSM, together with existing limits [3, 4] with the di⇥erent
model assumptions given in the legend.

dependent, is around 7%. The JER measured in data [26] was
applied to all MC simulated jets and was propagated to  Pmiss

T .
The di⇥erence between the re-calibrated and nominal MC is
taken as the systematic uncertainty due to this e⇥ect. The un-
certainty on the estimated top background is dominated by the
JES uncertainty. Systematic uncertainties associated with mis-
identification of leptons, jet energy scale inter-calibration, the
rate of leptonic b-decays and the non-Gaussian tail of the jet re-
sponse function have also been incorporated where appropriate.

Systematic uncertainties on the SUSY signal were estimated
by variation of the factorisation and renormalisation scales in
PROSPINO between half and twice their default values and by
considering the PDF uncertainties provided by CTEQ6. Un-
certainties were calculated for individual production processes
(e.g. q̃q̃, g̃g̃, etc.).

7. Results, Interpretation and Limits
The number of observed data events and the number of SM

events expected to enter each of the signal regions are shown in
Table 2. The background model is found to be in good agree-
ment with the data, and the distributions of me⇥ , mT2 and Emiss

T
are shown in Figure 1.

An interpretation of the results is presented in Figure 2 as a
95% confidence exclusion region in the (mg̃,mq̃)-plane for the
simplified set of models with m⇧̃0

1
= 0 for which the analysis

was optimised. In these models the gluino mass and the masses
of the squarks of the first two generations are set to the values
shown in the figure. All other supersymmetric particles, includ-
ing the squarks of the third generation, are decoupled by being
given masses of 5 TeV. ISASUSY from ISAJET [27] v7.80 was
used to calculate the decay tables, and to guarantee consistent
electroweak symmetry breaking. The SUSY Les Houches Ac-
cord files for the models used may be found online [28]. The
results are also interpreted in the tan � = 3, A0 = 0, µ > 0 slice
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of MSUGRA/CMSSM [29] in Figure 3.
These figures also show the variation of the expected limit

in response to ±1⇤ fluctuations of the SM expectation includ-
ing the stated systematic uncertainties. The exclusion regions
are constructed using a profile likelihood ratio method. Pseudo-
experiments are used to compute one-sided upper limits on the
signal contribution, which is assumed to be non-negative. At
each point in the (mg̃,mq̃) and CMSSM planes, the chosen test
statistic is the likelihood ratio corresponding to the number of
observed events in the signal region whose expected sensitivity
was largest. Plots showing where each signal region is domi-
nant may be found in [30]. All signal regions contribute to the
exclusion and to its boundary in the (mg̃,mq̃)-plane. Region D is
dominant near the CMSSM boundary. In the simplified model,
changing the ⌅̃0

1 mass from 0 to 100 GeV reduces the number of
selected events by only ⇤< 20% near the exclusion curve so only
slightly modifies the excluded region in the (mg̃,mq̃)-plane. In
the CMSSM, varying A0 to 300 GeV, tan � to 30 or µ to �µ leads
to significant (⇤ 5%) changes, among the strongly interacting
particles, only in the stop and sbottom masses. Accordingly, the
exclusion limits are not strongly sensitive to these parameters.

8. Summary
This letter reports a search for new physics in final states

containing high-pT jets, missing transverse momentum and no
electrons or muons. Good agreement is seen between the num-
bers of events observed in the four signal regions and the num-
bers of events expected from SM sources. Signal regions A, B,
C and D exclude non-SM cross sections within acceptance of
1.3, 0.35, 1.1 and 0.11 pb respectively at 95% confidence.

The results are interpreted in both a simplified model con-
taining only squarks of the first two generations, a gluino octet
and a massless neutralino, as well as in MSUGRA/CMSSM
models with tan � = 3, A0 = 0 and µ > 0. In the simplified
model, gluino masses below 500 GeV are excluded at the 95%
confidence level with the limit increasing to 870 GeV for equal
mass squarks and gluinos. In the MSUGRA/CMSSM models
equal mass squarks and gluinos below 775 GeV are excluded.
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[17] T. Sjöstrand et al., JHEP 05 (2006) 026.
[18] A. Sherstnev et al., Eur. Phys. J. C55 (2008) 553–575.
[19] M. Bahr et al., Eur. Phys. J. C58 (2008) 639–707.
[20] W. Beenakker et al., Nucl. Phys. B492 (1997) 51–103.
[21] G. Corcella et al., JHEP 01 (2001) 010.
[22] J. M. Butterworth et al., Z. Phys. C72 (1996) 637–646.
[23] ATLAS Collaboration, ATL-PHYS-PUB-2010-002.
[24] ATLAS Collaboration, Eur. Phys. J. C70 (2010) 823–874.
[25] ATLAS Collaboration, arXiv:1101.2185 [hep-ex].
[26] ATLAS Collaboration, ATLAS-CONF-2010-054.
[27] F. E. Paige et al., arXiv:hep-ph/0312045.
[28] http://hepdata.cedar.ac.uk/resource/atlas/.
[29] A. H. Chamseddine et al., Phys.Rev.Lett. 49 (1982) 970.

R. Barbieri et al., Phys. Lett. B119 (1982) 343.
L. E. Ibanez, Phys.Lett. B118 (1982) 73.
L. J. Hall et al., Phys.Rev. D27 (1983) 2359–2378.
N. Ohta, Prog.Theor.Phys. 70 (1983) 542.
G. L. Kane et al., Phys.Rev. D49 (1994) 6173–6210.

[30] http://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PAPERS/
susy-0lepton_01/.

5

A B C D

�A =
A

N
�

�A < 1.3 pb?

Cross-section:
use LO Herwig++ result
or NLO value from Prospino



gluino mass [GeV]
0 250 500 750 1000 1250 1500 1750 2000

s
q
u
a
rk

 m
a
s
s
 [
G

e
V

]

0

250

500

750

1000

1250

1500

1750

2000

 = 10 pb
SUSY
σ

 = 1 pb
SUSY
σ

 = 0.1 pb
SUSY
σ

)
1

0
χ
∼

Squark-gluino-neutralino model (massless 

=7 TeVs, 
-1

 = 35 pb
int

L

0 lepton combined exclusion

ATLAS

0 lepton combined exclusion

q~LEP 2 

FNAL MSUGRA/CMSSM, Run I

D0 MSUGRA/CMSSM, Run II

CDF MSUGRA/CMSSM, Run II

Observed 95% C.L. limit

Median expected limit

σ1 ±Expected limit 

Figure 2: 95% C.L. exclusion limits in the (mg̃, mq̃) plane together with exist-
ing limits [4]. Comparison with existing limits is illustrative only as some are
derived in the context of MSUGRA/CMSSM or may not assume m⇧̃0

1
= 0.

ing the exact LO ME for up to 2 � 5 partons. The normalisa-
tion of these samples was fixed by a scaling designed to achieve
a match to data in control regions obtained by reversing the �⌅
requirements. After this scaling, both sets of simulations were
in agreement within the experimental uncertainties, and there-
fore only PYTHIA QCD simulations are used further in this anal-
ysis. The resulting QCD simulation was found to be consistent
with a data-driven QCD estimate in which high Emiss

T events
were generated from data by smearing low Emiss

T events on a
jet-by-jet basis with measured jet energy resolution functions.
This latter technique has no MC dependencies; it provides a
completely independent determination of the QCD background
using only quantities measured from the data. Additional con-
trol regions having reversed Emiss

T /me⇥ requirements were used
as further checks on the normalisation.

Supersymmetric events were generated with HERWIG++ [19]
v2.4.2. These samples were normalised using NLO cross sec-
tions determined by PROSPINO [20] v2.1.

All non-PYTHIA samples used HERWIG++ or HERWIG-6.510
[21] to simulate parton showering and fragmentation, while
JIMMY [22] v4.31 was used to generate the underlying event.
All samples were produced using an ATLAS ‘tune’ [23] and a
full detector simulation [24].

6. Systematic Uncertainties
The primary sources of systematic uncertainties in the back-

ground estimates are: the jet energy scale (JES), the jet energy
resolution (JER), the luminosity determination, the MC mod-
elling, the lepton e⇤ciencies, the extrapolation from control
regions into signal regions, and the finite statistics of the MC
samples and control regions. The uncertainty on the luminos-
ity determination is estimated to be 11% [25]. The JES un-
certainty has been measured from the complete 2010 data set
using the techniques described in Ref. [7] and, though pT and ⇥
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dependent, is around 7%. The JER measured in data [26] was
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certainty on the estimated top background is dominated by the
JES uncertainty. Systematic uncertainties associated with mis-
identification of leptons, jet energy scale inter-calibration, the
rate of leptonic b-decays and the non-Gaussian tail of the jet re-
sponse function have also been incorporated where appropriate.

Systematic uncertainties on the SUSY signal were estimated
by variation of the factorisation and renormalisation scales in
PROSPINO between half and twice their default values and by
considering the PDF uncertainties provided by CTEQ6. Un-
certainties were calculated for individual production processes
(e.g. q̃q̃, g̃g̃, etc.).

7. Results, Interpretation and Limits
The number of observed data events and the number of SM

events expected to enter each of the signal regions are shown in
Table 2. The background model is found to be in good agree-
ment with the data, and the distributions of me⇥ , mT2 and Emiss
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are shown in Figure 1.

An interpretation of the results is presented in Figure 2 as a
95% confidence exclusion region in the (mg̃,mq̃)-plane for the
simplified set of models with m⇧̃0
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= 0 for which the analysis

was optimised. In these models the gluino mass and the masses
of the squarks of the first two generations are set to the values
shown in the figure. All other supersymmetric particles, includ-
ing the squarks of the third generation, are decoupled by being
given masses of 5 TeV. ISASUSY from ISAJET [27] v7.80 was
used to calculate the decay tables, and to guarantee consistent
electroweak symmetry breaking. The SUSY Les Houches Ac-
cord files for the models used may be found online [28]. The
results are also interpreted in the tan � = 3, A0 = 0, µ > 0 slice
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ing the exact LO ME for up to 2 � 5 partons. The normalisa-
tion of these samples was fixed by a scaling designed to achieve
a match to data in control regions obtained by reversing the �⌅
requirements. After this scaling, both sets of simulations were
in agreement within the experimental uncertainties, and there-
fore only PYTHIA QCD simulations are used further in this anal-
ysis. The resulting QCD simulation was found to be consistent
with a data-driven QCD estimate in which high Emiss

T events
were generated from data by smearing low Emiss

T events on a
jet-by-jet basis with measured jet energy resolution functions.
This latter technique has no MC dependencies; it provides a
completely independent determination of the QCD background
using only quantities measured from the data. Additional con-
trol regions having reversed Emiss

T /me⇥ requirements were used
as further checks on the normalisation.

Supersymmetric events were generated with HERWIG++ [19]
v2.4.2. These samples were normalised using NLO cross sec-
tions determined by PROSPINO [20] v2.1.

All non-PYTHIA samples used HERWIG++ or HERWIG-6.510
[21] to simulate parton showering and fragmentation, while
JIMMY [22] v4.31 was used to generate the underlying event.
All samples were produced using an ATLAS ‘tune’ [23] and a
full detector simulation [24].

6. Systematic Uncertainties
The primary sources of systematic uncertainties in the back-

ground estimates are: the jet energy scale (JES), the jet energy
resolution (JER), the luminosity determination, the MC mod-
elling, the lepton e⇤ciencies, the extrapolation from control
regions into signal regions, and the finite statistics of the MC
samples and control regions. The uncertainty on the luminos-
ity determination is estimated to be 11% [25]. The JES un-
certainty has been measured from the complete 2010 data set
using the techniques described in Ref. [7] and, though pT and ⇥
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Figure 3: 95% C.L. exclusion limits in the tan � = 3, A0 = 0 and µ > 0 slice
of MSUGRA/CMSSM, together with existing limits [3, 4] with the di⇥erent
model assumptions given in the legend.

dependent, is around 7%. The JER measured in data [26] was
applied to all MC simulated jets and was propagated to  Pmiss

T .
The di⇥erence between the re-calibrated and nominal MC is
taken as the systematic uncertainty due to this e⇥ect. The un-
certainty on the estimated top background is dominated by the
JES uncertainty. Systematic uncertainties associated with mis-
identification of leptons, jet energy scale inter-calibration, the
rate of leptonic b-decays and the non-Gaussian tail of the jet re-
sponse function have also been incorporated where appropriate.

Systematic uncertainties on the SUSY signal were estimated
by variation of the factorisation and renormalisation scales in
PROSPINO between half and twice their default values and by
considering the PDF uncertainties provided by CTEQ6. Un-
certainties were calculated for individual production processes
(e.g. q̃q̃, g̃g̃, etc.).

7. Results, Interpretation and Limits
The number of observed data events and the number of SM

events expected to enter each of the signal regions are shown in
Table 2. The background model is found to be in good agree-
ment with the data, and the distributions of me⇥ , mT2 and Emiss

T
are shown in Figure 1.

An interpretation of the results is presented in Figure 2 as a
95% confidence exclusion region in the (mg̃,mq̃)-plane for the
simplified set of models with m⇧̃0

1
= 0 for which the analysis

was optimised. In these models the gluino mass and the masses
of the squarks of the first two generations are set to the values
shown in the figure. All other supersymmetric particles, includ-
ing the squarks of the third generation, are decoupled by being
given masses of 5 TeV. ISASUSY from ISAJET [27] v7.80 was
used to calculate the decay tables, and to guarantee consistent
electroweak symmetry breaking. The SUSY Les Houches Ac-
cord files for the models used may be found online [28]. The
results are also interpreted in the tan � = 3, A0 = 0, µ > 0 slice
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used to calculate the next-to-leading order SUSY production cross sections by a factor of
1
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to simulate the signal processes for a given SUSY model. The experimental event selection
can be implemented using the RIVET [40] analysis framework7 to analyse the hadronic
final state generated by the Monte Carlo simulation, without the need for a simulation of
the detector response.

In principle this is su⇤cient to calculate the number of expected signal events for any
new physics model. However, for most new physics signals the matrix elements imple-
mented in general purpose Monte Carlo event generators are only accurate to leading
order in perturbative QCD. Herwig++ was therefore used to simulate three sets of su-
persymmetric particle production processes for each point in supersymmetric parameter
space: a) squark and gluino production, b) the production of an electroweak gaugino in
association with a squark or gluino and c) the production of slepton and electroweak gaug-
ino pairs. The fraction of events passing the experimental cuts was then used together
with the next-to-leading order cross section calculated using Prospino [43–46] to obtain
the number of signal events passing the cuts for each of the four signal regions.

In order to check that our simulations and implementation of the experimental cuts
was reliable we checked that we obtained good agreement with the numbers of events

7In addition we used the library based on the results of [42] to calculate the mT2 variable.
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a match to data in control regions obtained by reversing the �⌅
requirements. After this scaling, both sets of simulations were
in agreement within the experimental uncertainties, and there-
fore only PYTHIA QCD simulations are used further in this anal-
ysis. The resulting QCD simulation was found to be consistent
with a data-driven QCD estimate in which high Emiss
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jet-by-jet basis with measured jet energy resolution functions.
This latter technique has no MC dependencies; it provides a
completely independent determination of the QCD background
using only quantities measured from the data. Additional con-
trol regions having reversed Emiss

T /me⇥ requirements were used
as further checks on the normalisation.

Supersymmetric events were generated with HERWIG++ [19]
v2.4.2. These samples were normalised using NLO cross sec-
tions determined by PROSPINO [20] v2.1.

All non-PYTHIA samples used HERWIG++ or HERWIG-6.510
[21] to simulate parton showering and fragmentation, while
JIMMY [22] v4.31 was used to generate the underlying event.
All samples were produced using an ATLAS ‘tune’ [23] and a
full detector simulation [24].

6. Systematic Uncertainties
The primary sources of systematic uncertainties in the back-

ground estimates are: the jet energy scale (JES), the jet energy
resolution (JER), the luminosity determination, the MC mod-
elling, the lepton e⇤ciencies, the extrapolation from control
regions into signal regions, and the finite statistics of the MC
samples and control regions. The uncertainty on the luminos-
ity determination is estimated to be 11% [25]. The JES un-
certainty has been measured from the complete 2010 data set
using the techniques described in Ref. [7] and, though pT and ⇥
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dependent, is around 7%. The JER measured in data [26] was
applied to all MC simulated jets and was propagated to  Pmiss
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The di⇥erence between the re-calibrated and nominal MC is
taken as the systematic uncertainty due to this e⇥ect. The un-
certainty on the estimated top background is dominated by the
JES uncertainty. Systematic uncertainties associated with mis-
identification of leptons, jet energy scale inter-calibration, the
rate of leptonic b-decays and the non-Gaussian tail of the jet re-
sponse function have also been incorporated where appropriate.

Systematic uncertainties on the SUSY signal were estimated
by variation of the factorisation and renormalisation scales in
PROSPINO between half and twice their default values and by
considering the PDF uncertainties provided by CTEQ6. Un-
certainties were calculated for individual production processes
(e.g. q̃q̃, g̃g̃, etc.).

7. Results, Interpretation and Limits
The number of observed data events and the number of SM

events expected to enter each of the signal regions are shown in
Table 2. The background model is found to be in good agree-
ment with the data, and the distributions of me⇥ , mT2 and Emiss

T
are shown in Figure 1.

An interpretation of the results is presented in Figure 2 as a
95% confidence exclusion region in the (mg̃,mq̃)-plane for the
simplified set of models with m⇧̃0
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= 0 for which the analysis

was optimised. In these models the gluino mass and the masses
of the squarks of the first two generations are set to the values
shown in the figure. All other supersymmetric particles, includ-
ing the squarks of the third generation, are decoupled by being
given masses of 5 TeV. ISASUSY from ISAJET [27] v7.80 was
used to calculate the decay tables, and to guarantee consistent
electroweak symmetry breaking. The SUSY Les Houches Ac-
cord files for the models used may be found online [28]. The
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New Constraints on Gauge Mediation and Beyond

from LHC SUSY Searches at 7 TeV

Matthew J. Dolan, David Grellscheid, Joerg Jaeckel,

Valentin V. Khoze and Peter Richardson

Institute for Particle Physics Phenomenology, Department of Physics, Durham University,
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Abstract

The first results from the LHC on jets plus missing energy provide powerful new
data to test SUSY models. Initial theoretical interpretations of these data have
concentrated on gravity mediation, usually the CMSSM and its variations. In this
paper we confront a large class of gauge mediation models with these new data.
More precisely we consider models of pure general gauge mediation (pure GGM)
and confront them with the recent experimental results of the ATLAS collaboration.
We use Herwig++ and RIVET, incorporating the full set of experimental cuts, to
calculate the signal rates and compare them to the data. Although based on only
35pb�1 of integrated luminosity, we show that these new data probe and exclude a
portion of previously allowed parameter space of GGM.
In addition we investigate the viability of standard SUSY benchmark points, in-
cluding the Snowmass, CMS and ATLAS sets which encompass other mediation
scenarios such as gravity, anomaly and gaugino mediation.
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Figure 2: The left panels show the pure GGM parameter space in terms of �G, �S defined
in Eqs. (2.1) and (2.2). From top to bottom we have Mmess = 108 GeV, 1010 GeV and
1014 GeV. Stop mass contours (500 GeV and 1 TeV ) are indicated as dotted lines, and
the 500 GeV and 1 TeV gluino lines are solid. The NLSP is neutralino above the diagonal
red line and stau below. The panels on the right show 95% exclusion contours derived
from the ATLAS search as red lines, and the black lines indicate uncertainties due to
scale variations in the NLO cross-section. The colour scale for the right panels shows
the expected number of signal events normalised to the exclusion limit. The benchmark
points discussed in [23] are shown as a dot (PGM1a middle panel, PGM1b bottom panel),
triangle for PGM2, a star for PGM3 and finally a square for PGM4.
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• Analyses can be implemented in Rivet
and applied to MC

• Uses HepMC⇥ generator-independent,
perfect for comparisons

• Many key analyses are already
implemented; many more to come.

• Important for keeping your data alive:
Publish your numbers corrected to
hadron level and implement your
analysis in Rivet.

Rivet
Tool for generator validation and comparisons with data:

Rivet Lund MCnet School, 1 July 2009 5

(slide from 2009)



Rivet today
• Standard analysis record, used by all expt. SM groups 

• Analyses contributed directly from experiments 

• implements event selection criteria directly from each published 
paper (~275 so far), compares to HepData 

• enforces explicit statement of event selection, in the past often 
missing from publication write-ups 

• Carefully made generator-independent 

• Objects are hadron-level jets, leptons, E_miss, …;  
mistagging rates are applied if analysis requires



Rivet FAQ: Why no detector sim?
• Wrong for modern SM results, the results are published 

hadron-level 

• Turns out also not needed for BSM searches, hadron-level 
works well enough in vast majority of cases 

• Fast detector sim can give misleading confidence: 

➡ If observable is robust against detector effects:  
OK either way 

➡ If observable is not robust against detector effects:  
problem shifted: need to validate fast sim specifically 



more on Herwig++ and Rivet  
in the tutorials… 

…or ask me anytime!


