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Topics

« Status — Resource usage in the last 12 months
* Focus on Distributed Data Management issues
* Plans — Preparation for Run 2
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Status — Resource usage
In the last 12 months
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CPU Usage May 2013 to May 2014

CPU HEPSPECO6 Hours
364 Days from Week 21 of 2013 o Week 21 of 2014

{ Tier 1s:
« Consistent above-pledge performance
e Saturation most of the time

MC Simulation
User Analysis
MC Reco

i Group Prod
Group Analysis_ |

Tier 2s:

« Consistent delivery of above-pledge and
opportunistic resources

« Saturation most of the time

| “ i
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High Level Trigger Farm Exploitation
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364 Days from Week 21 of 2013 to Week 21 of 2014
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ATLAS HLT usage for grid jobs
| (bursts of over 20k jobs)

2013 Aug 2013 Sep 2012 Oct 2013 MNov 2013 Dhee 2013 Jan 2014 Feb 2014 Mar 2014 Apr 2014 May 2014

I Testing B MC Simulation [XP) B MC Reconstruction I Cthers
[ unknown B Group Production [ Data Processing
Yaximum. 25,356 . Minimum: 0.00 , Average: 5,308 , Current: 260.00

 The HLT has about 10% of the total ATLAS CPU capacity
 Its time-averaged availability for simulation is expected to be no more
than 30% during Run 2
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Pending Jobs and Volume of Data Processed
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Pending jobs
364 Days from Week 21 of 2013 to Week 21 of 2014
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Jn2013 2013 Awg 2013 S5ep2013  Oct2013  Nov 2013  Dec 2013

W User Analysis M MC Simulation M Group Analysis W MC Reconstruction M Group Production
W validation [ Cthers [ Data Processing M TEsting B MC Simulation {XP)
W MC Reconstruction [XP) [ unknown [ TO Processing [C] CAF Processing

i 1 MC Simulation
User Analysis
MC Reco
Group Prod
Group Analysis

NBytes Processed in GBs (Pie Graph) (Sum: 1,176,077,917)

User Analysis - 75.34%

il - L, A
Feb 2014 Mar2014  Apr2014  May 2014

Jan 2014

Maximum: 1,592,704 , Minimum: 101,544 , Average: 543,823, Current: 630,834

Must limit simulation to keep analysis

turnaround acceptable Total:
> 1 Exabyte

MC Reconstruction - 11.65%

Analysis is the main driver of

. W User Analysis - 75.34% (886,097,021) W MC Reconstruction - 11.65% (137,044,229)
+ k I B Group Analysis - 6.26% (73,667,331} W Testing - 3.47% (40,773,601)
S O rag e n e WO r Cap aCI y M Group Production - 1.62% (19,033,441) W MC Simulation - 0 86% (10,058,328)
W validation - 0.46% (5,406,478) [ Data Processing - 0.32% (3,715,059)
M MC Reconstruction (XP) - 0.02% (244,412) W MC Simulation (XP) - 0.00% (37,938)
[ unknown - 0.00% (30.00) [0 Others - 0.00% (0.00)
I TO Processing - 0.00% {0.00) [0 CAF Processing - 0.00% {0.00)
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Disk Space

N

Number of Physical Bytes (in TBs) Number of Physical Bytes (in TBs)
52 Weeks from Week 21 of 2013 to Week 21 of 2014 52 Weeks from Week 21 of 2013 to Week 21 of 2014
T —r T T T T —r T T T
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MC Production

Tier 1 = Primary (pinned)

Secondary
(Dynamically
Managed)
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T1 and T2 disks are full, requiring regular deletion of not-recently-accessed data
T1 dynamically managed space is unacceptably small (need to pin less data)

Number or Fnysical Bytes (in 15s) Number or Fnysical Bytes (in 15s)
52 Weeks from Week 21 of 2013 to Week 21 of 2014 52 Weeks from Week 21 of 2013 to Week 21 of 2014
T
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MC Production |
Tier 2

20,000

Primary (pinned)

15,000
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5000

é ‘s 0 :
User naIySIS n2013  Qi2013  Aug2013 Sep2013 Oct2013 Nov2013 Dec2013  Jan2014  Feb2014 Mar2014  Apr2014  May 2014

hetp./unyurt.comypaxruZm

[}
n2013 Wi2013  AugZ2013 Sep2013 Oct2013 Now2013 Dec2013 an2014  Feb2014 Mar2014  Apr2014  May 2014
etp:/ftinyurl com/ppgkS4j

1 primary (16,188} ' default {11,222) Msecondary (8,351) W input (1,343) L tobedeleted (294.03)
19 MC Production {17,803) W Group Analysis (11,032) W Data (Re|Processing (6,953) W User Analysis (1,730) W extra (113.22) W custodial (0.04)

Total: 37,519, Average Rate: 0.00 /s Total: 37,519, Average Rate: 0.00 /s
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Tape (Tier 1 + CERN)
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@dGSh ] Number of Physical Bytes over Pledges (in TBs)
0,000 . . ?2 Weeksl from We:?k 21 of ?013 to H:eek 21 Df 2014 . . . . .
Simulated Hits to be
anooo |- 1 keptfor ~1 year in
000 future

60,000

ESD no longer written
In most cases

50,000

Expect major growth
of Group Data on
tape.
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Fttp:ftinpurd. comynre FISp
M raw (21,134) M esd (15,827) LI hits {10,622} W aod (11,748) 9 ntup {5,285)
B desd (1,595) M desdm [942.01) Hrdo (325.92) W cbnt {296.07) [ d2acdm (147.38)
M user {135.55) M draw (30.08) W group (46.07) M dpd (39.66) W dacd (20.39)
M log (90.11) M hist (5.53) M other (2.92) W tag (2.48) B munt (0.00)

M =vnt (0.00)

Total- 71,357 , Average Rate: 0.00 5
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Focus on Distributed Data
Management Issues
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Computing Resources Scrutiny Group (C-RSG) -1

25

15
>14

A ggregated filesize/ PB
>90 days old
<90 days old

un
T
o

1 2 3 4
S 6 7 8 9 10 11
12 13 14
0k I—H_H—“—H_"_H—H—H—h ] 1 I [ |

Number of accesses

Figure 1 ATLAS DATADISK: volumes of data versus number of accesses in the 90 days ending 14 March
2014. Data created in the last 90 days but not accessed are in the second bin. The total volume of all DATADISK
i1s 52 PB. Data supplied by ATLAS.
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Unused Data %?

1. Recently created “production” data

*  Production tasks can take more than three months

* Already seeing that some production output is being
automatically moved to tape and deleted from disk before the
production is finished.

2. Data for which there is no explicit lifetime or “move to tape”
policy

3. Small-file data

The “unused data issue” is understood and is being addressed.
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Towards a more dynamic disk/tape model g%

o1 A

Dk AN

* All derived data will have a defined lifetime

* More systematic writing to tape except for transient data

* More automated deletion from disk when space is
needed

Implications for tape systems
* More data will be written to tape

* Old tape space will be released (apart from raw data) on
the timescale typical of tape re-packing at T1s

- More data on tape and more writing and reading of tapes
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ATLAS Tape Usage since 2011
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Plans — Preparation for Run 2
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Offine computing - preparation for Run-2

_Resource projections for Run-2
follows expectation of “flat budget”

new infrastructure

nel \,
- update to 1kHz HLT rate 2 v“”a;j,.‘is
. . Bea~ 'S &,
- expected pile-up increase to 40 ‘fb\ User Ana|ysin'suo O
- Increased demands of RN D
MC statistics

Production
_Need to optimise all across

software and computing
- CPU, disk size, workflow

_New GRID infrastructure

- new data management system
(Rucio)which scales heyvond
expected Run-2 data voiumes

- new workflow definition and new simulation framework

job management system (Deft/ JEDI) (ISF)
- exploring opportunistic resources
(cloud/high performance computing) Athena/AthenaMP
to be exercised in data challenge 2014 (DC14) [‘;‘5‘;*;9;:;55 E:ﬁ:;’lﬂdwau LA

grid sites (TO/T1/T2/T3) 15
A. Salzburger - ATLAS Status Report - 117th Open LHCC Session - 05/03/2014 P3




Optimising CPU needs

» Large-scale software cleanup and
optimisation program on the way

- flat EDM' structure to remove overhead
- replacement of algebra/geometry library,

many alternatives to CLHEP tested,
finally Eigen library chosen

» Main single CPU consumer reduced
by factor 2 compared to Run-1 release

- accumulating changes from 32bit->64bit,
new magnetic field service with enhanced

caching, Eigen integration

» Replacement standard math library
- candidates are VDT, intel)

> First reiease with new EDM (19.0.0)
built late january
> 1000 packages reworked

A, Salzburger - ATLAS Status Report - 117th Open LHCC Session -

05/03/2014

Lines of code in Tracking repository
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Reconstruction Status Today %

o1 An

Dk AN

Release 19.0.2.X is In final validation for DC-14 / 8 TeV

* on track to reach ~3 fold CPU speedup (target was 2-3) for
Run-2, but optimisation still in progress

* expect definite CPU numbers soon, to be used for detailed
Run-2 resource planning

DC-14 / 8 TeV will be first large scale production of xAOD
according to new Analysis Model
* successful completion of major rewrite of reconstruction
software to produce new format
°* much work remains, especially to optimise XxAOD size
(right now disk space is likely to be the main resource
limiting the physics precision for Run-2)
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Summary %
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Resource usage in the last 12 months:

* Consistent usage at (disk, tape) or beyond (cpu) the pledge
level

Distributed Data Management issues:

* Disk space constraints (almost no dynamic buffer at T1s)
* Not-recently-accessed data — we are recovering disk space
but will use more tape 1/O and space.

Preparation for Run 2

° Major improvements to Reconstruction, Simulation, Analysis
and Distributed Computing
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