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❍  Running jobs by activity 
❏  Montecarlo simulation continues as main activity 

✰  Productions for 2015 trigger optimisation started mid-October 
❏  User jobs 
❏  Data Stripping 

✰  Production tests for Stripping21 
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❍  CPU usage by site – business as usual 
❏  ~50% CERN + Tier1 (including RRCKI) 
❏  ~12% HLT + 5% Yandex 
❏  ~33% Tier2 

 



Ramp up of storage use at RRCKI 

❍  Start filling with new data from 2015 simulation 
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Ramp up of Tier2-D usage 

❍  Place new data also at T2-D 
❏  Enable user jobs 
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Studies of data popularity data 

❍  Many interesting features  
in data popularity data 
❏  Starting to analyse them 

to evolve replication and 
cleanup strategies 

❏  Studying use of MVA  
techniques to predict  
future use 
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Data processing plans, next quarter 

❍  Full restripping of 2011, 2012 data (Stripping21) 
❏  Applying latest calibrations 
❏  Slow and painful commissioning 

✰  Intended to be legacy dataset 
✰  Large scale deployment of MDST, many minor issues to be 

addressed 
✰  Intended also as commissioning of initial stripping for 2015 data 

 
❍  Simulation of 2015 

❏  Continue campaign of 2015 simulation for 
✰  Tuning of HLT bandwidth division 
✰  Systematics studies for “early measurements” 

❍  Reprocessing of 2010 data postponed 
❏  Tiny addition to 2011+2012 statistics 

✰  Systematics limited 
✰  On hold for now, pending valid use case 
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Stripping 21 status 

❍  Legacy dataset, intended to replace all previous ones 
❏  ~1500 stripping lines (c.f. 900 in Stripping 20) 

❍  Big success in MDST migration 
❏  S21 selects 30-35% of 5kHz HLT rate 
❏  Uses 20% of RAW bandwidth, despite adding Reco 

information 
✰  MDST.DST safety net adds a further 10% 

❏  However, calculation of variables for MDST takes time 
✰  Code that was previously run in analysis, so overall gain, but 

slows down production 
✰  ~1s/event, twice slower than S20 

❍  Memory (VMEM) still a worry,  
but acceptable 
❏  N.B. using ROOT5 

✰  ROOT6 adds ~700MB 
❍  Schedule: 

❏  Ready to launch later this week 
❏  ~6 weeks of processing 
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Migration to ROOT 6 

❍  LHCb has made major contribution to ROOT 6 validation 
❏  Decision to expose users to it from early on 

✰  Using ROOT 6.00.00 as default since June 
❏  Not without problems, especially in Grid deployment 

✰  Xrootd incompatibility 
✰  SLC6.6 incompatibility 
✰  Issues reading new data with ROOT 5 

❏  All issues promptly addressed and resolved 
✰  Thanks to Root team, middleware providers, grid sites, USERS! 

❍  VMEM footprint of dictionaries remains a major concern 
❏  Some improvements available in next release 
❏  Work programme on LHCb side to decouple “interactivity” 

from production use 
✰  Related to use of python for configuration 

❍  Baseline for 2015 remains ROOT 6 
❏  But dependent on results of benchmarking of HLT in 

production configuration on HLT farm 
✰  Benchmarking to take place in coming weeks 
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Online calibration : all strategies defined 
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HLT Software and calibration commissioning 
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Turbo stream implementation on track 
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Tier0 + Tier1 pledged resources 
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Tier2 pledged resources 
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Opendata.cern.ch 
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l  Cern Open Data portal to access and analyse public data from all LHC experiments  
l  LHCb joined with the data samples already made public for the International 

Masterclass program 
l  Virtual machine image to download the data and analyse it. 
l  Other LHCb samples and applications will be added in the future, according to the 

LHCb open data policy.    



Conclusions 

❍  Operations 
❏  Business as usual, no major issues 
❏  Stripping 21 much delayed but now on the starting blocks 
❏  Learning to use data popularity data 

❍  Preparations for Run 2 
❏  Software commissioning proceeding on schedule 

✰  Full scale tests of automated calibration procedures this weekend 
❏  No showstoppers concerning ROOT6 adoption 

✰  But commissioning more complex than anticipated 
✰  VMEM issue being addressed 

❏  2015 pledged resources fully satisfy anticipated needs 
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LHCb 
Computing Backup 



Job “efficiency” at CERN 

❍  Plot shown not measuring efficiency, also idle resources 
permanently allocated to VO 
❏  VO Boxes, Openstack 

❍  OK since September, now excludes VO boxes 
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