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WLCG MoU Topics 

 Russian Tier 1 sites 
 Letters received confirming resource pledges for 

2015 

 Have infrastructure in place and will be treated as 
Tier 1 sites for 2015. However, this is pending the 
formal official approval of the WLCG MoU at 
government level as stated in the letters. 

 Mexico: UNAM signed as ALICE Tier 2 last 
week 

 Pakistan: COMSATS Inst. Information 
Technology (ALICE): MoU in preparation 

 Tier 2 at KISTI (ALICE) now fully replaced by 
the Tier 1 facility. 
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Resource 

usage 
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Pledges vs 

requests for 

2015 
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Pledges vs 

requests for 

2016 

Pledges 

incomplete 
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Requirements vs pledges 2015-16 
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NB For 2016, 

pledges are not 

yet complete 



RSG – expectations for Run 2 
From C-RSG report 
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Tier 0 
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 Current tender – 2015 capacity  

 50 PB disk, 750 kHS06 (36 k cores)   

• 2/3 in Wigner, 1/3 in Meyrin 

 



Growth during last month 

ISM 9 

VMs created per hour 

Total number of VMs 



Understanding CERN 

efficiencies 
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Significant level of CERN pledges are delivered as “non-batch” services 

(VOBoxes, services, etc  100’s of machines) 

These have been included in the standard efficiency calculation – but this is 

misleading 

Right-hand plot shows batch-only efficiency 

In future CERN will produce 2 reports: batch and total resources  
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Progress 

 Initial startup team in place and meeting weekly 

 Interim leadership: 
 Torre Wenaus (BNL), Pere Mato (CERN) 

 Should be lightweight, transparent, open 
Charge a smallish ‘startup team’ with putting the HSF in 
place  

 Enlist additional members to provide broad representation 
and expertise 

 Be flexible as to the membership, let it evolve, e.g. to take 
advantage of motivated experts becoming interested and 
available 

 Keep it practical, technical, results-driven, responsive to 
input, consultative  

 Early experience can guide a longer term organization  
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Initial activities 

 Recent summary: 
 https://indico.cern.ch/event/272779/contribution/7/material/slides/0.pdf  

 Synthesizing the White Papers 
 First version of synthesized document available 

 Making contacts, planning contact meetings 
 Broad scope of contacts across the HEP community, 

input and engagement 

 High priorities: MC generators, GEANT4, etc 

 Website and communication 

 Workshop preparation 
 SLAC, 20-21 Jan 2015  

 http://hepsoftwarefoundation.org/workshop-slac-jan-2015  
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Website 
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H2020 project submissions 
 EINFRA-7-2014 

 AARC 
• Authentication & Authorization for Research & Collaboration – 

framework for federated identity platform (eduGAIN) 

 EINFRA-1-2014 
 DPINFRA 

• Data preservation services infrastructure, for big-data science 

 EGI-Engage 
• Evolution of EGI 

 INDIGO-DataClouds 
• Building a data/computing platform and tools for science, provisioned 

over hybrid (public+private) e-infrastructures & clouds 

 RAPIDS 
• Shareable science-domain workflows and services (SaaS) over e-

infrastructures to hide complexity; involvement of several EIRO labs 

 ZEPHYR 
• Prototyping & modelling of Zettabyte-Exascale storage systems for 

future science data 
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