
Working at 5 ns bunch spacing?
Very first ideas to stimulate discussion… 
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FHC: running with ins bunch spacing?

Beam conditions

◻Starting parameters driven by design pileup of ~140 
◼ Based on 25 ns bunch spacing 
◼ Can we get better conditions with smaller spacing? 
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5ns spacing

◻Different approaches 
◼ Keep total current constant  
◻ Same peak luminosity, 5 times smaller pileup 
◻ Beware:  
◻  

◻One needs to compensate with smaller beams  
(acting both on emittance and optics) 

◼ Increase current to get higher luminosity for same pileup 
◻ Theoretically up to a factor 5 in peak luminosity 
◻ But linear increase in stored energy:  
◻How many dumps/abort gaps would we need?  
◻Can we build injection protection devices? 
◻All this could result in a much more inefficient fill schemes… 

◼ Anything in between 

L / N2 ⇥ nb
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Some realistic estimates

◻Assuming the limits in the injection chain  
(after all upgrades)  
◼ Max charge ~2.5e11 per 25 ns interval 
◼ Min emittance ~1 μm 
!

◻We would probably have to marginally increase the 
current to keep luminosity constant 

◻We could probably get not more than a factor 2 in total 
luminosity 
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Experiments perspective

◻Smaller bunch spacing useful only if able to distinguish 
bunches 

◻Few aspects identified so far  
◼ DAQ/Trigger electronics: OK! 
◻Modern FPGAs can be clocked today at 400 MHz 
◻ Electronics dead time scales in clock cycles rather than absolute time 

◻ Buffer occupancies depend on Trigger rate rather than bunch 
spacing 

◼ Detector 
◻ Rate capability 
◻Depending mostly on luminosity (low pileup vs high lumi approach) 

◻Online resolution for first level trigger 
◻Can we distinguish between close bunches? 

◻Offline performance 
◻ Effect of out of time pileup from close bunches
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 L1 Trigger approach

◻For VBF/VV scattering we need to cover up to η~4 but  
◼ Do we need to trigger on jets at all? 
◼ Up to which η do we need to trigger on VV decay products? 
◻⇒ acceptance vs occupancy and fake rate 

◼ To be studied

hep-ph/0512219 
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Figure 4.5: Comparison of simulated earliest cluster arrival time distributions for normal incident muon

tracks with and without magnetic fields.

to the resistive cathode plane. A simple analytical model, based on the studies of charge dispersion
in resistive layer, has been built to derive the charge density distribution function on each strip
numerically. The charge ratios between different strips are simulated and compared with the
experimental data from muon beam test using ADCs. Good agreements are shown in Fig. 4.6.

4.4 sTGC performance under high background conditions

A major R&D activity was started in 2008 to adapt the TGC technology to the harsh environment
expected with the High Luminosity LHC (HL-LHC) upgrade. Outcomes of this activity are
described below.

The detectors show no deterioration up to a total irradiation dose of 6 Coulomb/cm2. This was
a very important point for detectors that will have to run for over 15 years in a high radiation
environment, with a total dose of up to 1Coulomb/cm2 expected at the hottest regions of the
detector. The results are reported in [19]. Such irradiation tests are presently being continued at
the Pontifical Catholic University of Chile for various gas flow rates and will be further continued
at CERN, once the GIF++ facility becomes available, for large area detectors.

The local pulses produced by the passage of a muon through each of the 3600 TGC detectors
operating in ATLAS have been monitored throughout the years of ATLAS operation. Fig. 4.7
shows the pulse spectra averaged over all the detectors on one side of the ATLAS experiment
for various periods of time. It can be seen that such spectra are constant over the time, even at
luminosities of 7.7⇥ 10

33 cm�2 s�1.
The large area detectors performed well (i.e. with high single plane efficiencies) up to background

radiation levels of approximately 17 kHz/cm2 of detected photons (see Fig. 4.9) and 75 Hz/cm2 of
detected neutrons (measurements with 5.5 MeV neutron fluxes two and three times the expected
HL-LHC fluxes proved that sTGC single plane efficiency for cosmic rays reduces to 0.99 and 0.96
respectively).

Using a strip readout, one can obtain a position resolution of approximately 60–70µm per
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Muons
◻Offline performance should be OK with existing technologies 
◻Online time resolution of ~1ns needed to distinguish crossings 

at L1 trigger level 
◼ RPC: OK with strips not longer than ~1m; double with double 

ended readout and mean timer 
◻Question is rate capability/η coverage 

◼ Micro pattern detectors: time resolution  
dominated by fluctuations on primary cluster  
formation 
◻Depending on drift length:  

GEMs better than MM 
◼ TGC: time response not adequate  

◻Hits not contained within 5ns 
◻Using TGCs in the forward region would imply  

no effective pileup reduction at trigger level 
!
!

Marcello Abbrescia HL-LHC ECFA workshop, Aix-les-Bains, 3 Oct.2013- p. 5 

GEMs for CMS: performance 

σt=4 ns 

First small size prototypes (2010): 
9Custom made HV divider for standard triple-GEM 
9Clear effect of gas mixture, and induction and drift   
fields 
9Timing resolution of 4 ns reached 

Timing studies 
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Figure 2.2: a) Measured hit rate in the region of the Small Wheel for L = 9.6⇥10

32 cm�2 s�1 at
p
s = 7TeV

in the CSC and MDT chambers as function of the radial distance from the beam line. b)
Extrapolated hit rate in the CSC and MDT regions for a luminosity of 3 ⇥ 10

34 cm�2 s�1]
at

p
s = 7TeV as a function of the radial distance from the beam line. Also indicated is the

range of tube rates of 200-300 kHz.

2.2 Precision tracking performance

Track segments in the muon spectrometer are built from hits in a given station of the detector.
Segments from different stations are then linked together to form tracks. The single tube hit
efficiency and the segment finding efficiency of the MDT is shown in Fig. 2.4 as measured in test
beam as function of the hit rate [10–12]. The efficiency decreases linearly with increasing hit
rate. At a hit rate of 300 kHz (the maximum rate expected for a luminosity of 1⇥ 10

34 cm�2 s�1)
it already reaches hit inefficiencies of about 35%. The segment finding efficiency are higher
since only a subset of all available hits is required but for rates beyond 300 kHz it also decreases
dramatically. With tube rates above 300 kHz, the segment inefficiency becomes sizable and results
in a degradation of spectrometer performance. High background rate also causes degradation of the
position resolution due to space charge effects. It is evident from Fig. 2.2 (b) that at a luminosity
of 3⇥ 10

34 cm�2 s�1 a big fraction of the Small Wheel MDT system will have to operate with tube
rate much above 300 kHz. Hence the current MDT system will have substantial inefficiencies at
the luminosities and backgrounds expected after Phase I upgrade.

A study has been performed overlaying real events to determine the impact on the current
End-cap Inner (EI) chambers—the MDT used in the current Small Wheel for precision track
measurements. The overlay method for simulating event pileup at high luminosity is described in
detail in [13]. Here 10 Zero Bias events are overlaid to produce one event at a corresponding higher
luminosity. The Zero Bias events have been collected in 2012 with a dedicated trigger, with an
instantaneous luminosity of 2.6⇥ 10

33 cm�2 s�1. The obtained overlaid events correspond to the
background expected at a luminosity of 2.6⇥ 10

34 cm�2 s�1. The results for this study are shown
in Fig. 2.5. Only the EI MDT chambers closest to the beam-line are shown for simplicity. In
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Muon trigger coverage

◻Rate capability is the crucial parameter 
◼ We need studies to extrapolate rates  

to higher η and higher lumi/energy 
◻ Improved RPCs 
◼ Expected rate limit ~10 kHz/cm2  

(proven already up to 7 kHz/cm2)  

◼ Up to which η can they stand hit rate?  
◻Micro-pattern or TGCs for triggering at higher η? 
◼ Lose pileup mitigation effect because it’s hard to resolve BCs 

η=2
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Calorimeters
◻Trigger time resolution shouldn’t be critical but need to be studied 

in detail 
◼ Getting to ~ns even with slow LAr calorimeter 
◼ Trigger may set requirements on detector technology 

◻Technologies: 
◼ Scintillation calorimeters: concerns on radiation hardness for the endcap 

region (η> 2.5) 
◼ Liquid noble gas detectors are intrinsically slow: 
◻ Influence on measured energy fluctuations from all crossings occurring within 

typical peaking time (~40 ns) 
◻ Limited effective pileup reduction with smaller bunch spacing  

◻ Reduced shaping time implies higher noise: possible impact on trigger of 
low pT objects 
◻ Thinner gaps?  
◻With higher Z liquid (Kr,Xe) to compensate for sampling ratio? 

◻Silicon sampling calorimeters? Can we afford cost? Rad hardness? 
◻We should be thinking of an heterogeneous approach vs η 
◻Other ideas? 
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Initial conclusions

◻So far we haven’t identified a showstopper against 
running with short bunch spacing 

◻On the other hand the detector technology to fully 
benefit from the spacing need to be investigated further 
◼ Limited effective pileup reduction for slow detectors 
◼ Trigger limitations not allowing to distinguish close crossings
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Next steps

◻So far only limited effort 
◻Complete list of questions to address 
◻Produce some reasonable occupancy simulations 
◻Address inner tracker 
◻Evaluate different scenarios  
◼ Peak lumi vs beam parameters 
◼ Possible intermediate spacings between 5 and 25 

◻ Let us know if you are interested in contributing to the 
discussions


