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The CERN LHC

The world's most powerful particle accelerator
First (pr'o’ron proTon) colhsuons due in 2007

Large Hadron Collider at CERN
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ATLAS Detector

Electromagnetic Calorimeters
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LHC Physics Goals

What is mass ?

Ear‘ricles acquire their masses by interacting with another particle, the Higgs
oson

Is there supersymmetry ?

links the matter particles #The uarks and leptons) with the force particles (the
gauge bosons) - "grand unified theory"”

What is Dark Matter?

The discovery of supersymmetric particles could have important implications for
cosmology

Where has all the antimatter gone?

very early moments after the Big Bang the universe should have contained equal
amounts of matter and antimatter buf the universe we see around us is made up
almost entirely of matter

Why are there three "generations" of quarks and leptons?

The answer to this question is probably linked to the answers to the other
questions, and in particular to the ideas of supersymmetry and the resolution of
the matter - antimatter problem.
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Typical LHC experiment computing model

CERN (Tier-0 centres)

Large external computing centres+CERN (Tier-1 centres)

Smaller external computing centres (Tier-2 centres)

Tier-1 & Tier-2 centres are defined by the

Level of Service provision

1st EGEE User forum - CERN, 1st March'0O6




CPU Requirements
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Disk Requirements
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Tape Requirements
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LCG/EGEE Usage by LHC Ex

Major use of Grid so far has been for Monte Carlo simu
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LCG/EGEE Usage by LHC Experiments

Percentage Use
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Example Use of EGEE Resources
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Job submission
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Production Grid
Basic middleware

A set of baseline services agreed
and initial versions in production

All major LCG sites active

Grid job failure rate 5-10% for most

experiments,
down from ~30% in 2004

Sustained 10K jobs per day

> 10K simultaneous jobs _
during prolonged periods A“e’aé‘ééé"éﬁi'_?éﬁis’day

jan feb mar apr may jun jul aug sep oct nov
month
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Interoperability is

a major issue

Site capacity, CPUs

e 1-10
®10-50

@50 - 100

@ 100 and more
4 planned
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Interoperability
EGEE - OSG6:

EGEE - ARC:

o EGEE—ARC: Try to use Condor component that talks to ARC CE

o ARC—EGEE: discussions with EGEE WMS developers to understand
where to interface

In both cases:

1st EGEE User forum - CERN, 1st March'0O6




Recent Service Challenges - throughput phase

Daily Averaged Throughput From 16/01 to 24/01
From CERNCI to ALL SITES
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GRIDVIEW, Powered by R-GMA

Averaged Throughput during the last 24 hrs (22/01 — 23/01)
From CERNCI to ALL SITES
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Recent Service Challenges - throughput phase

SC3 re-run throughput

m achieved
= goal

100 150 ypp/s 200 250
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Recent Service Challenges - experiment experiences
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SC3 summary - expt perspective
Extremely useful for shaking down sites, experiment systems & WLCG

* Many new components used for the 15" time in anger

* Need for additional functionality in services

Reliability seems to be the major issue

e MSS at CERN - still ironing out problems, but big
improvements

e Coordination issues
e Problems with sites and networks

FTS:
* For well-defined site/channels performs well after tuning
e Timeout problems dealing with accessing data from MSS
SRM:
* Limitations/ambiguity in functionality for v1.1
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Desngned for data analysis on the Grid

» System should not be general - we know all main
use cases

» Aid user in

* Developed in cooperation between LHCb and
ATLAS with EGEE support
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Ganga Architecture

Client

- CLIP \ ‘SCRIPT
ks - et '

Job/Application
plugins
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Ulnk Egede

Backend plugins

Imperial College London

/ Ganga Core \

Job manager

Archivist

File Workspace,
Input/Output
Sandbox

CHEP 2006

Implementation:
Pure python
~20K lines of code
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LHCD
\ | L)

An analysis of 5M events entered into the system at the same time.

= AS0E -
@ 4000 =
E 1500 £ - =
o O F 1 users, 500 jobs E
S 000k * =
E zjm:— E
2000 = —

1500 =

1000 - I =
500 In total 5000 datasets=
O 0 20 B0 300 3 M0 T 500

Job id

wait [s]=517+8.06 % job id

517 s (8 min) before first job starts is dominated by latency in jobs for LCG
and software installation.

Queue time afterwards is dominated by the time it takes for WMS system
to submit agents to LCG.

Ulrik Egede Imperial College London CHEP 2006 14/20



Look at the time it takes before the results are back
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90% of results are back within less than 3 hours
95% in 4 hours
100% in 10 hours
Last 5% caused by Tier 1 site with data access problems

Uik Egede Imperial Collage London CHEP 2006
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CMS Analysis on the Grid

destination
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LCG baseline service working group -goals

Experiments and regional centres agreement on
baseline services

The services concerned are those that

* (e.g. provision of operating system services, local cluster
scheduling, compilers, ..)

- such as the Tier-0/1 Networking Group or the 3D Project.

Not a middleware group - focus on what the
experiments need & how to provide it

Expose experiment plans and ideas
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.
Baseline services BB

n Nothing really surprising here - but a lot was clarified in terms
of requirements, implementations, deployment, security, etc

LCG Baseline Services Working Group

(o)}

Storage management
services

= Based on SRM as the
interface

Basic transfer services
= gridFTP, srmCopy

Reliable file fransfer
service

Grid catalogue services

Catalogue and data
management tools

Database services
= Required at Tierl,2

Compute Resource
Services

Workload management

VO management services

= Clear need for VOMS:
roles, groups, subgroups

POSIX-like I/0 service

= local files, and include
links to catalogues

Grid monitoring tools and
services

= Focussed on job
monitoring

VO agent framework




Service Challenge 4 - the Pilot LHC Service

+ Start service June'06

* Data Acquisition — Tier-O — Tier-1
data recording, calibration, reconstruction

» simulation, batch and end-user analysis
Tier-1 <= Tier-2 data exchange

- Extension of the service to most Tier-2 sites
* Production LCG service by October'06
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Summary
Steady progress in understanding and fixing problems

Experiments, Sites, m/w developers all work in the same
direction and with the same objectives / priorities

(Some) experiment specific solutions are unavoidable and
should be supported in a form acceptable to all parties

Proper prioritisation of experiment requirements is now
mandatory in order to satisfy them

Progress needs to continue to allow different flavoured
Grid to interoperate
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