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1 Prerequisites

The equation of motion for a particle of charge q moving under the influence
of electric and magnetic fields ~E and ~B is

d~p

dt
= q

(
~E + ~v × ~B

)
(1)

where ~p = γm~v is the momentum, ~v is the velocity, and m is the invariant
mass. γ is the Lorenz factor:

γ =
1√

1− β2
(2)

with the relativistic β parameter β = v/c. When ~E and ~B represent static
fields that do not depend on time explicitly, we can obtain a first integral
of the equation of motion, which can be identified as the total energy W of
the particle. Therefore we first multiply each side of Eq. 1 with ~v (Remark:

~v⊥(~v × ~B)) and differentiate the left side. Further simplifications (exercise
!) yield

d

dt
(γmc2) = q ~E · ~v = q ~E · d~s

dt
(3)

which can be stated as
d

dt
(γmc2 + U) = 0 (4)

with the total energy W = γmc2 and the potential energy

U = −q
∫

~E · d~s (5)

From Eq. 3 the energy gain due to the applied electric fields in an accelerator
can be obtained. Particle energies are given in electron-Volt (eV) or its
successive thousandfold multiples (keV, MeV, GeV, TeV). The electron-Volt
is the energy of a particle having one electronic unit of charge after it has
been accelerated through an electrostatic potential difference of one Volt. So
1 eV=1.6× 10−19 J.

The electric and magnetic fields must satisfy Maxwell’s equations. In
vacuum, Maxwell’s equations in differential form are

∇ · ~E =
ρ

ε0
(6)

∇ · ~B = 0 (7)

∇× ~E = −∂
~B

∂t
(8)
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∇× ~B = µ0
~j +

1

c2
∂ ~E

∂t
(9)

(10)

where ~ρ and ~j are the charge and current densities respectively. In simple
geometries the integral forms are often more convenient than the differential
equations. These are

ε0

∫
~E · d ~A =

∫
ρdV (11)∫

~B · d ~A = 0 (12)∮
~E · ~ds = −

∫
~̇B · d ~A (13)∮

~B · ~ds = µ0

∫
~j · d ~A+

1

c2

∫
~̇E · d ~A (14)

The first is Gauss’s law, the third is Faraday’s law of electromagnetic induc-
tion and the fourth is Ampere’s law as modified by Maxwell to include the
displacement current contribution.

2 Electrostatic accelerators

The most common particle accelerator is probably the cathode ray tube
shown in Fig. 1, invented by Karl Ferdinand Braun in 1879. Every CRT
monitor can be regarded as a primitive particle (electron) accelerator. But
according to present convention, the term particle accelerator is reserved for
devices achieving particle energies of the order of 1 MeV or more. The first
accelerator in the modern sense was the electrostatic accelerator designed and
used (1932) by Cockcroft and Walton (see Fig. 2). The Cockcroft and Wal-
ton accelerator is basically a voltage multiplier that converts AC power from
a low voltage level to a higher DC voltage level. It is made up of a voltage
multiplier ladder network of capacitors and diodes to generate high voltages.
Today Cockcroft-Waltons accelerators are still being used as preaccelera-
tor for proton synchrotron facilities, operating at typically 750 kV (see Fig.
3). The accelerating voltage achievable by a Cockcroft-Walton accelerator is
limited by the physical properties of the capacitors and diodes. To obtain
higher accelerating voltages a Van de Graaff accelerator is used. The Van de
Graaff machine was designed by Robert Jemison Van de Graaff (1901-1967).
A continually moving belt of insulating material runs between two pulleys
which are separated by an insulated column. The lower pulley is earthed
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and attached to the pulley is a sharp metallic comb which is maintained at a
potential difference of a few kV between itself and the pulley. A high electric
field is produced at the time of the comb and an electrical discharge occurs
through the belt from the comb to the pulley, removing electrons from the
belt, making it positively charged. The belt carries the charge up to the
top pulley which is inside a large ball shaped metal electrode. The electrode
then acquires an increasing positive charge with correspondingly high electric
potential. The voltage rises rapidly until an equilibrium is established where
the rate of loss of negative charge balances the positive charge current carried
by the moving belt. In this way, the Van de Graaf machine can reach very
high electric potentials of a few 10 MV. In a Van de Graaff accelerator, the
high electric potential is coupled to an accelerating tube at the top of which
is an ion source that produces the particles to be accelerated. The maximum
accelerating potential is limited by breakdown across the accelerating tube
and charge leakage from the high voltage electrode. However, with careful
design, Van de Graaff accelerators operating at accelerating potentials in ex-
cess of 25 MV have been built. A variation of the Van de Graaff accelerator
is the tandem accelerator, which can produce accelerating potentials twice as
high as that from a single Van de Graaff accelerator. Negative ions are pro-
duced which are then accelerated to a certain electrode which froms part of a
Van de Graaff machine. The ions are then stripped of two of their electrons
and emerge as positive ions, accelerating away from the central electrode to-
wards the target. The ions thus gain kinetic energy twice, once as negative
ions and then as positive ions in a tandem fashion. Accelerators of this kind
are able to accelerate protons to energies in excess of 40 MeV. The energy
capability of electrostatic accelerators has slowly increased, ultimately it is
limited by voltage breakdown. In order to reach higher energies time varying
electromagnetic fields are required.

2.1 Voltage breakdown

In 1889, F. Paschen published a paper (Wied. Ann., 37, 69) which set out
what has become known as Paschen’s Law. The law essentially states that,
at higher pressures (above a few torr) the breakdown characteristics of a gap
are a function (generally not linear) of the product of the gas pressure and
the gap length, usually written as V = f(pd), where p is the pressure and d
is the gap distance (see also Fig. 5).

V (pd) =
Apd

ln(pd) +B
(15)
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Figure 1: Sketch of a cathode ray tube employing electromagnetic focus and
deflection fields.

Figure 2: Sketch of a Cockcroft-Walton electrostatic accelerator. High
voltage is produced by charging capacitors in parallel and discharging them
in series.

6



Figure 3: Cockcroft-Walton preaccelerator at the Fermi National Acceler-
ator Laboratory. This device provides negative hydrogen ions at 750 keV
kinetic energy for subsequent acceleration through the Fermilab facility.

7



Figure 4: Schematic diagram of a Van de Graaff high-voltage electrostatic
generator.
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Breakdown Voltage vs. Pressure 

Paschen’s Law and “The “Paschen Curve” 

In 1889, F. Pashchen published a paper ( Wied. Ann., 37, 69) which set out what has 

become known as Paschen's Law. The law essentially states that, at higher pressures 

(above a few torr)  the breakdown characteristics of a gap are a function (generally not 

linear) of the product of the gas pressure and the gap length, usually written as V= f( pd ), 

where p is the pressure and d is the gap distance. 

Extensive additional experiments for different materials, lower pressures, different gases 

and a variety of electrode shapes have expanded the data set involved.  Below is shown 

the “Paschen Curve” for air, two flat parallel copper electrodes, separated by 1 inch, for 

pressures between 3x10
-2

 torr and 760 torr.. 

As the pressure is reduced below a torr (as shown in the diagram below) the curve of 

breakdown voltage versus pressure reaches a minimum, and then, as pressure is further 

reduced, rises steeply again. 

 

Figure 5: The Paschen Curve for air, two flat parallel copper electrodes,
separated by 1 inch (2.54 cm), for pressures between 3 · 10−2 torr and 760
torr (1 atm).

The constants A and B depend upon the composition of the gas. For dry
air the breakdown voltage is approx. 3 · 106 V/m, such that for a distance
of 3 m the breakdown voltage would be 10 MV. In Van de Graaff and tan-
dem accelerators high pressure sulfur hexafluoride (SF6) gas is often used to
increase the the threshold of voltage breakdown.

2.2 Example: Self-Limited Current in a Planar Diode

As a realistic example for electrostatic acceleration we will treat here the
extraction of ions from a source in a planar diode. This example will also
illustrate some of the effects arising from the coupling of particles through
self-generated fields. A typical ion source with a diode configuration is shown
schematically in Fig. 6. The ions are extracted from a plasma, and the
accelerated beam passes through a hole of the extraction electrode into the
vacuum drift tube. The emitting plasma surface area is not fixed. It has a
concave shape, which depends on the plasma density and the strength of the
accelerating electric field at the plasma surface. Within a simplified analysis
we assume that all ions are launched with initial velocity v0 = 0 from a
planar anode plasma surface (i.e. they move on straight lines in z-direction).
We try to find the steady state solution (∂/∂t = 0) in a self-consistent form.
The electrostatic potential is determined from the beam’s charge density ρ
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Figure 6: Schematic of a plasma ion source. The ions are emitted from the
concave plasma sheath, which forms an equipotential surface.

via Poisson’s equation, with φ(z = 0) = 0 and φ(z = d) = −V0. The
relationship between ρ, the current density jz and the ion velocity v follows
from the continuity equation (∂jz/∂z = 0, or jz = ρv=const). The velocity
in turn depends on the potential φ and is found by integrating the equation
of motion. Thus we have three equations:

∇2φ =
d2φ

dz2
= − ρ

ε0
(Poisson’s equation) (16)

jz = ρż = const (continuity equation) (17)

m

2
ż2 = −qφ(z) (equation of motion) (18)

Substituting φ(z) = −V (z) and ż = [2qV (z)/m]1/2 from (18) into (17)
and ρ = jz/ż from (17) into (16) yields

d2V

dz2
=

jz
ε0(2q/m)1/2

1

V 1/2

After multiplication with dV/dz we can integrate and obtain(
dV

dz

)2

=
4jz

ε0(2q/m)1/2
V 1/2 + C

10



For V (z = 0) = 0 together with dV/dz = 0 at z = 0 we obtain C = 0. A
second integration then yields

4

3
V 3/4 = 2

(
jz
ε0

)1/2(
2q

m

)−1/4
z

and with V (z = d) = V0

V (z) = V0

(z
d

)4/3
with the relation

jz =
4

9
ε0

(
2q

m

)1/2
V

3/2
0

d2
[A/m2]

This equation is known as Child-Langmuir law ∗ Applying this result to a
uniform round beam extracted from emitted from from a circular area with
radius rs yields for the space charge limited beam current

I =
4π

9
ε0

(
2q

m

)1/2
V

3/2
0 r2s
d2

[A] (19)

However, in practical ion sources with cylindrical geometry the beam
current may be considerably lower than this limit, which is based on an
ideal one-dimensional planar diode geometry. In high current ion sources the
achievable beam current is often limited by high-voltage breakdown.

3 Radio-Frequency (RF) accelerators

The term linear accelerator (linac) is reserved for an accelerator in which
charged particles move on a linear path and are accelerated by time-dependent
electromagnetic fields. The first RF linear accelerator was demonstrated ex-
perimentally by Wideröe in 1927 at Aachen.

The Wideröe linac concept, shown in Fig. 7, was to apply a time-
alternating voltage to a sequence of drift tubes whose length increased with
increasing particle velocity, so that the particles arrive at every gap at the
right time to be accelerated. The length of the i− th drift tube is

li =
1

2
viTrf (20)

∗ C.D. Child, Phys. Rev. Ser. I 32, 492 (1911); I. Langmuir, Phys. Rev. Ser. II 2,
450 (1911)
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Figure 7: Concept of the Wideroe linear accelerator.

with the velocity vi in the gap and the period of the rf generator Trf. The
non-relativistic particle energy Ws in the i− th drift tube is

(Ws)i =
1

2
mv2j (21)

and the energy gain in the gap is

(Ws)i+1 = (Ws)i + qV0 sinφs (22)

with the rf phase φs and the rf voltage amplitude V0. The length of the i− th
drift tube results as

lj =
Trf
2

√
2

m
(Ws0 + jqV0 sinφs) (23)

with the initial particle energy Ws0. The injection energy is usually small.
Therefore the length of the drift tubes increases with the square root of the
gap number. From the equations above it becomes clear that the rf frequency
determines the length of rf accelerator structures.

Fig. 8 shows the old Wideröe structure used at GSI for the acceleration
of protons and heavy ions up to an energy of 1.4 MeV/u. The structure was
operated at 27 MHz. In 1999 the Wideröe was replace by a more effective
injector.

For larger particle energies the Wideröe concept is not suitable. The
length of the drift tubes would be impractically large, unless the frequency
could be increased. However, at larger frequencies electromagnetic wave
propagation and radiation effects must be included.

12



Figure 8: Wideröe structure used at GSI.
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Figure 9: A pillbox cavity of radius a and length l. The electric (solid
lines) and magnetic (broken lines) field vectors are indicated for the lowest
frequency mode.

3.1 RF cavities and structures

In order to accelerate particles to high energies one excites electromagnetic
modes in cavity-like structures. The basic accelerating structure is often
referred to as a resonant cavity. A linear accelerator can be regarded as a
sequence of such resonant cavities, through which the particles make a single
passage in order to achieve their final energy. A circular accelerator usually
has one or more cavities through which the particles pass repetitively.

A basic resonant cavity might look like the cylindrical object depicted in
Fig. 9, called pillbox cavity. We want a mode with an accelerating field Ez,
where z is in the direction of the particle motion. If we assume that Ez and
Bθ are the only electric and magnetic field components, Maxwell’s equations
reduce to

1

r

∂

∂r
(rBθ) =

1

c2
∂Ez
∂t

(24)

∂Ez
∂r

=
∂Bθ

∂t
(25)

After eliminating Bθ we obtain

∂2Ez
∂r2

+
1

r

∂Ez
∂r

=
1

c2
∂2Ez
∂t2

(26)

A mode with angular frequency ω will have a solution of the form

Ez(r, t) = E(r)eiωt. (27)

14



Therefore

E
′′

+
E

′

r
+
(ω
c

)2
E = 0 (28)

This is Bessel’s equation of zero order, so the solution is

E(r) = E0J0

(ω
c
r
)
. (29)

At r = a the field must vanish if the cavity material is a good conductor.
The argument of the Bessel function must then be one off the zeros of J0,
and the lowest frequency mode will be associated with the first zero

2πf

c
a = 2.405. (30)

With a ≈ 30 cm f is in the 400 MHz range, which is an appropriate
frequency for radio-frequency power sources.

Next we want to calculate the energy gain of a particle passing the cav-
ity. Therefore we assume a longitudinal electric field in the cavity, that is
independent on the longitudinal coordinate z

Ez(t) = Êz cos(ωrft) (31)

If a particle passes through the cavity with the velocity v, its coordinate is
z = vt. The total energy gain along the cavity length l is

∆W =

∫ l

0

qÊz cos(ωrfz/v)dz = qV0
sin θ

θ
(32)

with

θ =
ωrfl

v
(33)

if we substitute Êz through the the voltage amplitude V0 in the cavity divided
by the cavity length l. The energy gain can now be written as

∆W = qV0T (34)

with the transit time factor

T =
sin θ

θ
(35)

The transit time factor should be close to unity. As an example we can
calculate the maximum length of a pillbox cavity in order to obtain a transit
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time factor T > 0.9 corresponding to θ . 0.8. For v = c and using Eq. (30)
for the lowest mode frequency in the cavity yields

θ = 2.405
l

a
(36)

For the example cavity radius a = 30 cm one obtains the maximum length
l = 10 cm.

Next we want to calculate the losses due to ohmic heating in the cav-
ity wall. From Ampere’s law the surface current density is related to the
magnetic field according to

J =
1

µ0

Bφ (37)

where J is parallel to the axes on the inner surface of the cylinder. From

Bφ =
E0

c
J1

(ω
c
r
)
. (38)

we can obtain the loss rate by integration of ρcJ
2/2 over the cavity surface. ρs

is the surface resistivity of the wall and the factor 1/2 arrises from averaging
over one cycle. The surface resistivity is the resistivity of the bulk material
divided by the skin length. The power loss rate is (exercise)

P =
1

2
ρs

(
E0

µ0c

)2

2πal
(

1 +
a

l

)
J2
1 (2.405) (39)

One figure of merit for a cavity design is the shunt impedance Rs defined as

Rs =
(energy gain per unit charge)2

P
(40)

The shunt impedance gives a measure of how much voltage V0 one can get
with a given power P , which is dissipated in the cavity walls. For the pillbox
cavity the shunt impedance is

Rs =
Z2

0 l

πρsa

T 2

(1 + (a/l))J2
1 (2.405)

(41)

where Z0 is the vacuum impedance (µ0/ε0)
1/2. The quality factor Q is an-

other important parameter. It is defined as the ratio of the stored energy U
to the energy lost in one radian of an oscillation and describes the bandwidth
∆ω of the cavity

Q =
ωU

P
=

ω

∆ω
(42)
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Figure 10: A pillbox cavity with a nose-cone in order to concentrate the
electric field around the axis. In addition the cavity has a spherical shape in
order to spread the surface currents.

The stored energy can be calculated from the electric field alone

U =
1

2
ε0

∫
E2dV =

1

2
ε0E

2
0V J

2
1 (2.405) (43)

and the quality factor results as

Q =
2.405µ0c

2ρs(1 + (a/l))
(44)

Many changes to the pillbox cavity design can improve its performance.
For example one could add a nose cone to concentrate the electric field around
the axis or one could use a spherical shape in order to spread the surface
currents and to lower the ohmic losses in the wall (see Fig. 10).

The design of rf cavities for accelerators is a very complex field. Here
we just would like to notice that for the acceleration of low energy particles,
with a relativistic parameter β < 1 in circular ion accelerators, as we will
later see, it is necessary to significantly vary the rf frequency of the cavities.
Cavities for this purpose are filled with a material of relative permeability
Km = µ/µ0. The resonant frequency of the cavity will be reduced by the
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factor 1/
√
Km. This can be easily seen by noting that Eq. 24 will now

contain Km on the right hand side. The µ of the material can be tuned e.g.
by a static external magnetic field.

A single cavity is usually not sufficient to provide the required energy
gain in a synchrotron and surely not in a linear accelerator (linacs). Espe-
cially in linacs arrays of cavities are grouped in a to form multicell resonator
structures.

3.2 Particle dynamics in RF fields

In this section we will analyze the acceleration of particles by a sequence of
equidistant rf cavities . The energy gain of the ideal or design particle with
energy W0 = mγsc

2 in an individual cavity or acceleration gap is

∆W = qV0 cosφs (45)

with the phase φs at which the ideal particle enters the cavity. Now we
can construct the equations governing the motion of a particle of arbitrary
energy and phase. Suppose a particle leaves the nth cavity with energy Wn

and phase φn as shown in Fig. 11.
The time needed to arrive at the next cavity is tn+1 = d/(βn+1c), with

the particle velocity βn+1c and the distance d between the cavities. Let
∆tn+1 = tn+1 − ts be the time difference between the arbitrary particle and
the ideal particle. Then at the entrance to this (n + 1)st cavity the phase
difference would be

φn+1 = φn + ωrf∆tn+1

= φn −
ωrfd

β0c

(
∆β

β

)
n+1

= φn −
ωrfd

β3
0γ

2
0c

(
∆W

W0

)
n+1

. (46)

were we used

∆t = − d

βc

∆β

β
(47)

and
∆β

β
=

1

β2γ2
∆W

W
(48)

that can be obtained by differentiation of W = mγc2 with γ = 1/(1 − β2).
The ideal particle always arrives at the stations at the same phase φs. We will
assume, that the distance between cavities is adjusted to the ideal particle
as d = β0λrf , with the rf wave length λrf = 2πc/ωrf .
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Figure 11: A particle enters the nth accelerating station with energy
En = Wn and phase φn.

The second difference equation treats the step in energy in passage through
the cavity. If (W0)n is the energy of the ideal particle at the entrance to the
nth cavity, then

(W0)n+1 = (W0)n + qV0 cosφs (49)

For a general particle the corresponding equation will be

Wn+1 = Wn + qV0 cosφn (50)

and so the difference in energy between the particle in question and the ideal
particle, ∆W = W −W0, must satisfy

∆Wn+1 = ∆Wn + qV0(cosφn − cosφs) (51)

Eq. 51 together with the difference equation for the phase

φn+1 = φn −
2π

β2
0γ

2
0

(
∆W

W0

)
n+1

(52)

describe the motion of a particle with respect to the ideal particle.
For the further analytic studies we approximate the difference equation

by differential equations. This can be justified by small relative changes of
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phase and energy between two cavities. We may thus relate the cavity index
n to the independent variable distance s = nd = nβ0λrf and rewrite the
difference equations as

dφ

ds
= − 2π

β3
sγ

2
sλrf

(
∆W

Ws

)
(53)

d∆W

ds
=

qV0
βsλrf

(cosφ− cosφs) (54)

These two first order differential equations may be turned into a single
second order equation

d2φ

ds2
= − 2πqV0

β4
sγ

2
sλ

2
rfWs

(cosφ− cosφs) (55)

A first integral can be obtained multiplying by dφ/ds and integrating over
s:

1

2

(
dφ

ds

)2

− 2πqV0
β4
0γ

2
0λ

2
rfW0

(sinφ+ φ cosφs) = constant. (56)

The term on the lhs of the above equation can be regarded as the kinetic
energy and the potential energy of a nonlinear oscillator. The constant on the
rhs is the total energy. The particles that are trapped inside this potential
form a bunch. The area of the potential that provides stable oscillations is
called rf bucket (see also Fig. 12). Combining Eqs. 53 and 56, we find the
expressions for contours describing particle motion in φ−∆W space:

∆W 2 − β2
0γ

2
0W0qV

π
(sinφ+ φ cosφs) = constant. (57)

In order to obtain a simple expression for the frequency of phase oscilla-
tions it is convenient to linearize the equation of motion Eq. 55. We assume
that ∆φ = φ− φs is small

cos(φs + ∆φ)− cosφs ≈ − sinφs∆φ (58)

Eq. 55 can now be written as

d2∆φ

ds2
= − ω2

s

β2
0c

2
∆φ (59)

with the synchrotron frequency for small amplitude oscillations:
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showing that sin !s has to be negative for stable solutions.  Notice that this is true since vs is a
constant parameter.  But the approach is still valid if vs varies slowly.  The wavelength of the
small amplitude phase oscillation is given by:

! s = 2" / #s

and increases rapidly along the accelerator.

Considering larger amplitudes one should write:

d
2$

dz
2
= %

&
mv

s

3
eE

o
cos '

s
+ $( ) % cos '

s[ ] = F

The restoring force F can be derived from an effective potential energy function U

U = % F  d$(

which is drawn on Fig. 21.  An analysis of the non-linear motion in the phase space w , "
shows that the oscillation is bounded at some energy wmax.  The corresponding curve is called
the separatrix.

The motion can be derived from a Hamiltonian H satisfying the canonical equations:

Fig. 21  Phase stability graphs
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Figure 12: Phase stability curves. The closed particle trajectories in the
lower Figure correspond to stable synchrotron oscillations in the rf bucket.
The outermost stable trajectory is the separatrix or bucket boundary.
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ωs =

√
−2πqV sinφs
β2
0γ

3
0λ

2
rfm

(60)

From the above expression for the synchrotron frequency we see that φs needs
to be in the range (−π/2, 0) in order to obtain stable oscillations.

From Eq. 59 we obtain the solution for the small amplitude phase oscil-
lations

∆φ = φ̂ cos(kss+ χ) (61)

with the oscillation wave number ks = ωs/(β0c), the amplitude φ̂ and an
arbitrary phase χ. The corresponding oscillations in ∆W are given through

∆W = −qV sinφs
2πνs

φ̂ sin(kss+ χ) (62)

where we introduced the ratio nus = ωs/omegarf . The particles move along
a ellipse in the φ −∆W phase space With Eqs. 61 and 62 the phase space
ellipse of a particle becomes(

∆W

Ŵ

)2

+

(
∆φ

φ̂

)2

= 1 (63)

with the phase space area πŴ φ̂ occupied by the particle. The phase space
area enclosed by the ellipse is

A = πŴ φ̂ (64)

The area enclosed by the separatrix (the bucket area) AB can be obtained
from

AB = 2

∫ 2π

0

∆W (φ)dφ (65)

with ∆W from Eq. 57.

3.3 Longitudinal motion in a circular accelerator

Let T be the time needed for one ring revolution for the ideal particle. In
terms of the ring circumference C and the particle speed v,

T = C/v (66)

The fractional change in T associated with deviations in L or v is

∆T

T
=

∆C

C
− ∆v

v
(67)
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The second term can be expressed in terms of the fractional momentum
deviation by

∆v

v
=

1

γ2
∆p

p
(68)

The first term described the change in the path length due to a momentum
deviation. This relationship will be derived later the the Section on transverse
dynamics (Eq. 133). Here we introduce the parameter γt as a proportionality
constant

∆C

C
=

1

γ2t

∆p

p
(69)

The expression for the fractional change in T is thus simplified by intro-
ducing the parameter

η =
1

γ2t
− 1

γ2
(70)

Notice that at a particular energy γ = γt the slip factor η changes sign.
This is called transition energy, hence the subscript t.

The longitudinal equation of motion obtained in Sec. 3.2 for linear accel-
erators can be easily modified for circular accelerators. In Eq. 46 we have
to use ∆t = T (∆T/T ), d = C and ωrfT = 2πh. Here h is an integer called
the harmonic number. With these corrections the synchrotron frequency in
a circular accelerator results as (example)

ωs =

√
−2πhqV sinφs

C2m∗
(71)

with the effective mass m∗ = −γm/η. It is important to notice that at
transition energy the phase φs of the rf cavities has to jump by π. Crossing
transition energy is always connected with beam quality degradation. There-
fore one tries to avoid transitions crossing by either moving γt to high values
or by injection into a larger ring.

3.4 Bunch distribution

The particles of a bunch populate a region in phase space φ − ∆W . The
corresponding bunch distribution function is defined as

f(∆φ,∆W ) =
dN

d(∆φ)d(∆W )
(72)
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here dN is the number of particles in an infinitesimal phase space element.
The bunch density or bunch profile is defined as

ρ(∆φ) =
dN

d(∆φ)
(73)

We speak of a matched bunch distribution if the distribution does not change
with time

df(φ,∆W )

dt
= 0 (74)

This is always the case if the distribution is a function of a time invariant
parameter, like e.g. the ’Hamitonian’ or energy of a particle

H =
φ̇2

2
− ω2

s sinφ (75)

where we assumed a stationary, non-accelerating bucket. I we furthermore
assume ∆φ = φ− φs � 1 we obtain

H =
φ̇2

2
+

1

2
ω2
s(∆φ)2 (76)

The the particle with the maximum amplitude φm in the bunch determines
the boundary of the distribution with H = Hm

Hm =
1

2
ω2
s0φ

2
m (77)

An example of a matched bunch distribution is the elliptic bunch distribution

f(H) =
√
H −Hm = A

√
1−

(
∆W

Wm

)2

−
(

∆φ

φm

)2

(78)

The bunch area for this distribution is given by the bunch boundary ellipse

A = πWmφm (79)

The elliptic bunch distribution yields to a parabolic bunch density

ρ(∆φ) =

∫ Wm

−Wm

f(∆W,φ)d(∆W ) = ρm

(
1−

(
∆φ

φm

)2
)

(80)

with the peak density in the bunch center ρm. Another important example
is the Boltzmann distribution

f(H) = A exp

(
− H

Hm

)
= A exp

(
−(∆W )2

2σ2
W

)
exp

(
−(∆φ)2

2σ2
φ

)
(81)
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2. DESCRIPTION OF DIAGNOSTIC DEVICES 

2.01 Beam Transformers (BT) 

Apart from the sheer proof of its existence, the most basic measurement on a beam is 

that of its intensity. A widely used device is the "beam transformer" (an older name is 

Rogowski coil) which allows one to determine the electric current that a beam constitutes or, 

depending on the circumstances, the electric charge contained in a burst of beam. Figure 1 

shows the principle. 

 
Fig. 1  Principle of the BT. 

In order for the BT to see the magnetic field produced by the beam, it must be mounted over a 

ceramic insert in the metallic vacuum chamber. The ferromagnetic core is wound of high-

permeability metal tape or made of ferrite, to avoid eddy currents. Bandwidths exceeding 

100 MHz can thus be achieved. An idealized BT with a secondary winding of inductance L 

and connected to an infinite impedance would deliver as signal a voltage  

 

V ! L
dIb

dt
 

 

which, as Fig. 2 shows, is "differentiated" and not very practical to use. 

In reality, the ferromagnetic core has losses proportional to f2 (f = frequency), the 

secondary has a stray capacity Cs and is terminated with a finite resistance R (Fig. 3). 

 
Fig. 2  Signal from an idealised BT into an infinite impedance. 

 
Fig. 3  Real BT with stray-capacity Cs and termination R. 

Figure 13: Principle of a beam current transformer.

with the bunch density

ρ(∆φ) = ρm exp

(
−(∆φ)2

2σ2
φ

)
(82)

and the rms bunch length

σ2
φ =

∫ φm
0

∆φ2ρ(∆φ)d(∆φ)∫ φm
0

ρ(∆φ)d(∆φ)
(83)

For a Boltzmann distribution we can define a rms bunch area A = πσφσW .
It is important to note that during slow (adiabatic) acceleration A is not
constant, but varies according to A ∼ β0. During the acceleration process
the extension of a bunch in ∆φ (bunch length) will decrease. This fact is
called adiabatic damping.

3.5 Measurement of bunch profiles and reconstruction
of the distribution

The beam current as a function of time t at a fixed position in the accelerator
is

I(t) = qβ0cρ

(
φ = − 2π

λrf
β0ct

)
(84)

A widely used device for the measurement of beam currents in accelerators
is the beam transformer. Figure 13 shows the principle.

An idealized transformer with a secondary winding of inductance L would
result in a voltage V = LdIb/dt, with the beam current Ib, which is not very
practical as the current is differentiated. In reality the secondary winding
has a capacity C and is terminated with a resistance R (see Fig. 14). In this
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Fig. 3  Real BT with stray-capacity Cs and termination R. 

Figure 14: Transformer with capacity C and termination R.

case the obtained signal shows a more useful behavior, proportional to the
bunch form. Provided that the bunch is longer than the rise time (∼

√
LC)

of the transformer and shorter than it drop time (∼ L/R).
Other devices used to measure bunch profiles in accelerators are wall-

current monitors and pickups (see e.g. http://cas.web.cern.ch/cas/Loutraki-
Proc/PDF-files/E-Koziol/DB-Koziol.pdf). From the measured bunch profile
ρ(φ, t) one can reconstruct the bunch distribution using tomographic algo-
rithms (see http://tomograp.home.cern.ch/tomograp/). Fig. 15 shows a
tomographic reconstruction of the phase space area occupied by a bunch in
the CERN proton synchrotron booster (PS Booster). shortly after injection
from the linac. The dashed line is the bucket separatrix in the absence of
self-fields. The color scale shows the density distribution inside the bunch.

4 Transverse Beam Focusing and Transport

In the previous sections we focused on acceleration and longitudinal stability.
The task in this and in the following sections is to investigate transverse
stability (see Fig. 16).

4.1 Beam Focusing by Quadrupole Magnets

Accelerators can not be operated without transverse focusing. For transverse
focusing in high energy accelerators magnetic fields are employed. In the
absence of currents, magnetic field gradients that provide restoring forces in
both transverse degrees of freedom are not possible. The condition ~∇× ~B = 0
leads to

∂By

∂x
=
∂Bx

∂y
(85)

with the transverse coordinates x and y (see Fig. 16). For small displace-
ments, x and y, from the ideal trajectory, the field can be written as
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Figure 15: ’Tomographic’ reconstruction of the phase space area occupied
by a bunch in the CERN proton synchrotron booster (PS Booster). shortly
after injection from the linac. The dashed line is the bucket separatrix in the
absence of self-fields.

~B = Bx~ex +By~ey (86)

=

(
Bx(0, 0) +

∂Bx

∂y
y +

∂Bx

∂x
x

)
~ex +

(
By(0, 0) +

∂By

∂y
y +

∂By

∂x
x

)
~ey

with the unit vectors ~ex and ~ey. The last term in each component produces
a force at right angles to the displacement and hence cannot represent a
restoring force. The remaining coefficients of x and y are equal according
to Eq. 86. Therefore the Lorentz force is focusing in one coordinate and
defocusing in the other. The standard magnet that produces this focusing
character is the quadrupole.

A magnetic quadrupole field is described through

By = B0
x

a
, Bx = B0

y

a
(87)

Such a field is produced by a magnet configuration with hyperbolic pole
shapes, as shown in Figs. 17 and 18. The focusing strength for a magnetic
quadrupole is defined as

κ =
q

p0

∂Bx

∂y
=

qB0

γmavs
(88)
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y

x

transverse plane (x,y)

ideal trajectory

Figure 16: Transverse and longitudinal degrees-of-freedom of particle mo-
tion.

for electric quadrupole one obtains

κ =
qE0

γmav2s
.

In high energy circular accelerators the bending and focusing forces are pro-
duced by magnetic rather than electric fields. For slow, nonrelativistic par-
ticles electric fields are more efficient. For a relativistic particle with v0 = c
we obtain κE/κM = E0/(cB0). In order to provide the equivalent focusing
strength of B0 = 1 T one needs an electric field of 300 MV/m. While the
former field strength is typical of magnet devices, the latter is outside of our
present reach.

From ṗx = Fx and ṗy = Fy, with the Lorentz force ~F one can obtain the
transverse equation of motion as

x
′′
(s) + κ(s)x = 0 (89)

y
′′
(s)− κ(s)y = 0

here we use the variable s = β0ct instead of t and we allow the focusing
strength to depend on s. Within a quadrupole magnet κ is normally a
constant (see Fig. 19). A general solution for Eq. 89 for constant κ > 0 is

x(s) = A cos(
√
κs) +B sin(

√
κs) (90)
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Figure 17: Field lines in a magnetic quadrupole. For an ion moving in the s-
direction, the force components are focusing in the x-direction and defocusing
in the y-direction.
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Figure 18: One of the quadrupoles in the GSI heavy ion storage ring ESR.

and for κ < 0

x(s) = A cosh(
√
| κ |s) +B sinh(

√
| κ |s) (91)

with coefficients A and B that depend on the initial values x0 and x
′
0.

We can write the solution of Eqs. 89 in matrix form as(
x
x

′

)
= M

(
x0
x

′
0

)
where x0 and x

′
0 are the initial coordinates and x and x

′
are the final values.

The 2× 2 matrix M is called a transfer matrix. A beam transport structure
usually consists of a sequence of magnets and field-free drift space. For build-
ing beam transport lines we are interested in quadrupole magnets that give
transverse focusing when κ > 0 and defocusing when κ < 0. Furthermore
we have field-free drift spaces with κ = 0. Assuming force functions κ(s),
which are piecewise constant inside the elements and change step-like at the
element boundaries, we can obtain the following results for the corresponding
transfer matrices

Focusing quadrupole (κ > 0) of length l:

MF =

 cos
√
κl

sin
√
κl√
κ

−√κ sin
√
κl cos

√
κl

 (92)
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Figure 19: The focusing constant κ varies with position s, but is normally
constant within individual elements of the accelerator.

Defocusing quadrupole (κ < 0) of length l:

MD =

 cosh
√
|κ|l sinh

√
|κ|l√
|κ|√

|κ| sinh
√
|κ|l cosh

√
|κ|l

 (93)

Drift space (κ = 0) of length l:

MO =

(
1 l
0 1

)
(94)

The matrix for the passage through a whole transfer line is then obtained
by multiplication of the matrices of all the transfer line elements M = M1 ·
M2 ·M3 . . ..

A focusing/defocusing element is called a ’thin lens’ if the focal length
f = 1/(κl) is much longer than the length of the element l. In this case one
can approximate the transfer matrices by

M∗
F =

 1 0

− 1

f
1

 (95)

M∗
D =

 1 0
1

f
1

 (96)
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4.2 Periodic Focusing Channels

When κ(s) is a periodic function,

κ(s) = κ(s+ L)

we are interested in a solution of (89) that has a form similar to that of
a harmonic oscillator. The general solution is written

x(s) =
√
εw(s) cos(ψ(s) + ψ0) (97)

where ε and ψ0 are constants determined by the initial conditions. The
phase advance per period or cell is

σ = ψ(s)− ψ(s+ L) (98)

The amplitude function w(s) is determined through the envelope equa-
tion:

w
′′ − 1

w3
+ κ(s)w = 0 (99)

and

ψ
′
=

1

w2
(100)

Therefore the phase advance can be calculated from

σ =

∫ s+L

s

ds

w2
. (101)

Introducing the so called Twiss parameters or betatron functions

β̂ = w2(s), α̂ = −1

2
β̂

′
, γ̂ =

1 + α̂2

β̂
(102)

one can show that at any point s along the accelerator all particles with
the same initial ε, but different ψ0 lie on the invariant trace space ellipse

γ̂(s)x2 + 2α̂(s)xx
′
+ β̂(s)x

′2 = ε (103)

The ellipse is illustrated in Fig. 20. For different locations through the
lattice, the ellipses will have different shapes and orientation, but they will
all have the same value of ε (see Fig. 21).

We are looking for solutions where the ellipse, and so the Twiss param-
eters, at the entrance of a cell is the same as the ellipse at the exit. The
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Figure 20: Trace-space ellipse.

Figure 21: Phase space ellipses along the design trajectory.

33



Twiss parameters then have the same periodicity as the focusing function
κ(s) = κ(s + L). The transfer matrix in terms of the twiss parameters
through one period can then be written (exercise !) as

M̃ = M̃(s+ L|s) =

(
cosσ + α̂ sinσ β̂ sinσ
−γ̂ sinσ cosσ − α̂ sinσ

)
(104)

with the phase advance per cell σ and the periodic Twiss parameters at
the cell boundaries. For the phase advance we obtain

cosσ =
1

2
TrM̃ (105)

Stable betatron motion requires | cosσ| < 1 and so

− 2 < TrM̃ < 2. (106)

This criteria holds for periodic and non-periodic beam lines.

4.3 Emittance, Envelope and Admittance

The phase space area occupied by the beam is defined by the maximum value
of ε, or the largest ellipse, which we call emittance of the beam εx. The beam
envelope (see also Fig. 20) is characterized by the maximum value of x

xm(s) =

√
β̂(s)εx = w(s)

√
εx (107)

In a given accelerator or focusing channel the particle motion is usually
restricted by the vacuum chamber or other structures. If x = a denotes the
maximum excursion of the particle trajectory permitted by these aperture
constraints, the admittance of the system in the x-direction is defined by
εx,max = a2/β̂. Substitution of xm into (99) yields the beam envelope equation

x
′′

m −
ε2x
x3m

+ κ(s)xm = 0 (108)

In periodic focusing channels with κ(s) = κ(s + L) the matched beam
envelope is defined as xm(s) = xm(s+L). If the beam is not matched to the
focusing channel there will be additional oscillations of the beam envelope.
If the beam distribution f in the 4-dimensional trace space is a function of
the emittances only, than it is a matched distribution

f(x, x′, y, y′) = f(εx, εy)
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with the corresponding beam profile

ρ(x, y) =

∫
f(x, x′, y, y′)dx′dy′

and the rms beam radius

σ2 = x̃2 =

∫
x2ρ(x, y)dxdy

An example is a Gaussian beam distribution with the resulting profile

ρ(x, y) = A exp

(
−x

2 + y2

2σ2

)
for a symmetric beam. For a given beam distribution we define the rms
emittance as

ε̃x =

√
x̃2x̃′2 − x̃x′2 (109)

From this definition the rms beam envelope results as

x̃(s) =

√
β̂(s)ε̃x

As an example Fig. 22 shows a measured beam profile in the GSI linear
accelerator UNILAC at 4.7 MeV/u. The profile is measured using the flu-
orescence light from the residual gas (P. Forck et al., GSI Scientific Report
2003).

4.4 FODO Quadrupole Channel

Most beam transport lines, ring accelerators or storage rings consist of peri-
odic sequences of focusing/defocusing quadrupole magnets. This concept is
called ’strong focusing’. By contrast ’weak focusing’ in circular accelerators
is the principle that nearby circles, described by charged particles moving in
a uniform magnetic field, only intersect once per revolution. Strong focus-
ing was first invented at Brookhaven National Laboratory and deployed on
the Alternating Gradient Synchrotron there. The theory (described partly in
Sec. 4.2) was developed in 1957 by E. D. Courant and H. S. Snyder. Courant
and Snyder found that the net effect of alternating the field gradient was that
both the vertical and horizontal focusing of protons could be made strong at
the same time, allowing tight control of proton paths in the machine. This
increased beam intensity while reducing the overall construction cost of a
more powerful accelerator.
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Non-destructive Transverse Profile Measurement at UNILAC and SIS

P. Forck, A. Bank, T. Giacomini, H. Graf, G. Grimm, T. Hoffmann, A. Peters

Gesellschaft für Schwerionenforschung, Darmstadt

1 Fluorescence beam profile monitor

The traditional determination of transverse beam profiles
by secondary emission grids cannot be applied at the high
current operation with up to 20 mA for the full UNILAC
macro-pulse length due to the large energy release in the
material. Moreover, the spatial resolution is limited by the
wire spacing of about 1 mm. To be able to measure the
full pulse length, the fluorescence of the residual gas can
be detected and a spatial resolution down to 100 µm can
be reached.

The fluorescence in the wavelength range 390 nm < λ <
470 nm is generated by a transition in N+

2 [1] with ∼ 60 ns
lifetime. ’Single-photon counting’ is performed with a sen-
sitive image intensifier [2], equipped with a double MCP
having a 106-fold photo-electron amplification. The light
from the fast P46 phosphor screen with 300 ns decay time
is taper-coupled to a CCD camera. A modern digital cam-
era (Basler A302fs) with Firewire-interface (IEEE 1394)
has been chosen. It allows a data rate of 60 frames/s at
VGA resolution in a versatile digital bus architecture. The
required PC-software is written in LabVIEW. An upgrade
to a real-time controller is in preparation.

Several series of beam tests with different ions and en-
ergies (4.7 to 11.4 MeV/u) were performed at the external
beam dump X2 and in the UNILAC tunnel [3]. In Fig. 1
an image of a single macro-pulse U28+ beam is displayed.
Projecting the light spots along the beam axis results in
the vertical beam profile. The resolution of 300 µm/pixel
is sufficient for these parameters. Due to the statistical na-
ture of the signal generation, the data quality can also be
enhanced by data binning of the individual projections or
by summing up several images. The measurements show a
low background. Sometimes uniformly distributed events
occur due to neutrons or γ-rays hitting the photo-cathode,
but they can easily be subtracted. By using a regulated
gas valve the pressure could be locally (within ∼ 1 m)
raised up to 10−4 mbar. No measurable influence on the
ion beam was detected. The correspondence of the mea-
sured profile to other methods is excellent.

background

E=11.4 MeV/u

E=4.7 MeV/u

beam

aver. pixel int.

Figure 1: Image of a 200 µs U28+ beam with I=700 µA
recorded during one UNILAC macro-pulse with a vacuum
pressure of about 10−5 mbar. The two dimensional image
from the intensifier (left) and the projection for the vertical
beam profile (right) is shown.

2 Residual gas beam profile monitor

For the SIS only non-destructive methods are adequate for
monitoring the properties of the circulating beam. Due to
the lower vacuum pressure the fluorescence method can
not be applied. A residual gas monitor is installed, where
ionization products from the interaction area of the beam
with the residual gas are accelerated by an electric field of
∼ 500 V/cm to a 30× 100 mm double MCP. The read-out
is performed by 63 wires with 2.1 mm raster. After ampli-
fication, the signals of the individual wires are multiplexed
to an ADC. The digitalization in a VME-crate uses MBS
for data acquisition. For the whole cycle the horizontal
and vertical profiles are recorded with 10 ms time steps.
The integration time of each profile is 0.5 ms.

As an example the profiles are shown in Fig. 2 for a
Xe47+-beam, where 3 multi-turn injections are performed
with a final filling of 6·107 circulating ions. Due to the 500
ms electron cooling after each injection, the beam width
decreases horizontally from # 30 to 10 mm FWHM at the
monitor position. Adiabatic damping during acceleration
leads to a further decrease of the width.

The monitor is used to align and optimize the electron
cooling process. Moreover, the injection parameters can
be controlled to avoid a mismatched beam, resulting in
significant emittance blow-up for the circulating beam.

Figure 2: Horizontal (left) and vertical (right) profile evo-
lution for a Xe47+-beam at SIS. Several beam profiles
recorded during the cycle are shown as well as the de-
termined widths as a function of time. Electron cooling is
applied during 3 multi-turn injections. During 500 ms the
beam is accelerated to 600 MeV/u.
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Figure 22: Image of a U28+ beam with I=0.7 mA recorded during one
UNILAC macro-pulse with a vacuum pressure of about 10−5 mbar. The
two dimensional image from the intensifier (left) and the projection for the
vertical beam profile (right) is shown.

Here we want to discuss the properties of a ’FODO’ focusing cell, where
’F’ stands for a focusing quadrupole, ’D’ for a defocusing quadrupole and ’O’
for a drift section. We start with the thin lens approximation. Afterwards
the more general representation in terms of finite length quadrupoles will be
analyzed.

4.4.1 Thin elements

Let L be the length of the FODO cell (see Fig. 23), then the transformation
matrix for the cell is

M̃ = M∗
FM0M

∗
DM0

M̃ =

 1 +
L

2f
L+

L2

4f

− L

2f 2
1− L

2f
− L2

4f 2

 (110)

where M∗
F , M∗

D are given by Eqs. 95, 96 and M0 is a drift with l = L/2.
From the M̃ we can obtain the phase advance per cell

cosσ =
1

2
TrM̃ = 1− L2

8f 2
(111)

The equation allows one to compute the phase advance per cell from L and
f . Stability requires | cosσ| < 1 or

f >
L

4
(112)
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Figure 23: A thin lens FODO cell.

By comparing the matrix M̃ in Eq. 110 with Eq. 104 we obtain for the Twiss
parameter β̂ in the focusing quadrupole

β̂ =
L+ L2/(4f)

sinσ
(113)

4.4.2 Thick elements

As an example for a general periodic focusing system we consider a finite
length quadrupole channel in the FODO configuration. One period of such
a channel is defined by a quadrupole of length lQ that is focusing in x and
defocusing in y, a quadrupole that is defocusing in x and focusing in y and
two drift sections of length lD each, as illustrated in Fig. 24. The force
function κ(s), which is piecewise constant, is indicated in the figure. The
transfer matrix M̃ for on period of such a FODO channel can be calculated
by multiplication of the appropriate matrices.

M̃ = M̃(s+ L|s) = MFM0MDMO (114)

Comparing (104) with the matrix (114) yields the phase advance per cell
and the matched Twiss parameters at the boundaries. For the phase advance
we obtain

cosσ =
1

2
TrM̃

or

cosσ = cos θ cosh θ +
lD
lQ
θ(cos θ sinh θ − sin θ cosh θ)− 1

2

(
lD
lQ

)2

θ2 sin θ sinh θ
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Figure 24: Force function κ(s) and matched envelopes xm(s) and ym(s) in
a FODO channel.
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with θ =
√
κlQ. From the Twiss parameters at the entrance of the cell the

parameters at arbitrary s can be calculated using the Twiss matrix

B =

(
β̂ −α̂
−α̂ γ̂

)
and their transformation law

B(s) = M(s) ·B0 ·MT (s)

The resulting matched functions β̂x(s) and β̂y(s) obtained with the lattice
design computer program MAD-X† for lD = 5 m, lQ = 4 m and σ = 900 are
shown in Fig. 25. The MAD-X script describing all the input parameters is

TITLE,’Simple FODO without bends’;

!--------------------- DRIFT SPACES DEFINITION ---------------------

dr: drift, L=5.0;

! ------------------- QUADRUPOLES ----------------------------

qf: quadrupole, L= 4.0, K1= 0.01;

qd: quadrupole, L= 4.0, K1= -0.01;

! --------------------------- LINE DEFINITION -----------------------

mycell: line=(qf,dr,qd,dr);

!----------------------------------------------------------------------

beam;

use, period=mycell;

!---------------MATCHING----------------------------------------

match,sequence=mycell;

VARY,NAME=qf->K1,STEP=0.0001;

VARY,NAME=qd->K1,STEP=0.0001;

†http://mad.home.cern.ch/mad/
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Figure 25: Lattice functions for a FODO focusing cell obtained with MAD.

CONSTRAINT,sequence=mycell,RANGE=#E,MUX=0.25,MUY=0.25;

LMDIF,CALLS=2000,TOLERANCE=1.0E-8;

endmatch;

!---------------------------------------------------------

setplot,post=2,ascale=1.5, lscale=1.5,rscale=1.5, sscale=1.5, lwidth=3;

PLOT, HAXIS=S,VAXIS1=BETX,VAXIS2=BETY,interpolate=true,colour=100;
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Figure 26: Cross section and field calculation for a typical dipole accelerator
magnet.

4.5 Dipole magnets and bending angle

The iron yoke and the field calculation for a dipole magnet are shown in Fig.
26. From the Lorenz force with a constant magnetic field By the bending
radius results as R0 = p0/(qBy), with the momentum p0 of the ideal particle.
The bending angle θ in a dipole magnet of length l is (see Fig. 27)

θ =
q

p0

∫ s2

s1

Byds ≈
l

R
.

The bending angle for the ideal particle in a dipole magnet of length l and
field By is determined through (see also Fig. 27)

θ =
q

p0

∫ s2

s1

Byds ≈
q

p0
Byl =

l

R0

. (115)

We now want to examine the transverse particle motion in a transport
section that consists of dipole magnets and quadrupoles. Particles differing
in momentum from that of the ideal particle (off-momentum particles) will
be deflected in bending magnets by a different angle ∆θ = θ(∆p/p) than the
ideal particle (see Fig. 28).

This will have an important effect on the particle motion in curved trans-
port lines or in circular accelerators. In order to examine the effects of
different momenta more in detail we have to solve the resulting equation of
motion in the horizontal plane

x
′′

+ κ(s)x =
1

R(s)

∆p

p0
(116)
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Figure 27: Bending of the particle trajectory in a dipole magnet.

Figure 28: Bending of off-momentum particle trajectories in a dipole mag-
net.

42



the term on the rhs proportional to the momentum spread results directly
from ∆θ = θ(∆p/p0). This term is zero outside of the bending magnets
(R→∞). κ is assumed to be finite and constant only in quadrupole magnets
and zero outside. Let us first search for a general solution for Eq. 116.
The general solution x(s) is the sum of the complete solution xβ(s) of the
homogenous equation and a particular solution xD(s) of the inhomogenous
equation

x(s) = xβ(s) + xD(s) (117)

An off-momentum particle performs betatron oscillation, described by xβ(s),
about a new closed orbit xD(s), that can be written as

xD(s) = D(s)
∆p

p
(118)

with the momentum dispersion function D(s) (see also Fig. 29). The disper-
sion function is a solution of

D
′′

+ κD =
1

R
(119)

which can be interpreted as the equation of motion for a particle with ∆p/p =
1. In circular accelerators we look for solution with D(s+C) = D(s), where
C is the ring circumference. Like in the treatment of betatron oscillations
we use a ”piecewise” method, assuming constant κ and R inside focusing or
bending elements. We can again adapt the matrix approach used in Sec. 4.1
for betatron oscillations. The general solution can be written as(

D
D

′

)
1

=

(
a b
c d

)(
D
D

′

)
0

+

(
e
f

)
where the two-by-two matrix is the same as for the treatment of be-

tatron oscillations. For κ > 0 we obtain e = (1 − cos(
√
κl)/(Rκ) and

f = sin(
√
κl)/(R

√
κ). For κ = 0 we get e = l2/(2R) and f = l/R. By

the addition of a third trivial equation,1 = 1, the equation above can be
expressed in terms of a three-by-three matrix D

D
′

1

 = MB

 D0

D
′
0

1


with

MB =

 a b e
c d f
0 0 1

 (120)
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Figure 29: Closed orbit for particles with momentum p 6= p0 in a circular
accelerator with FODO cells.

Note that the same 3×3 matrices propagate either the dispersion function
or the trajectory itself. That is MB operates on the vector D

D
′

1


or on the vector 

x
x

′

∆p

p


The same procedure can be carried out starting at any point in the lat-

tice, an so the dispersion function can be computed everywhere. In simple
situations, the dispersion function will be everywhere positive; that is, orbits
of higher momenta than the design orbit are at larger radius.

5 Synchrotrons

A synchrotron is a particular type of cyclic particle accelerator in which
the magnetic field (to bend the particles) and the electric field (to accel-
erate the particles) are carefully synchronized with the circulating particle
beam (see Fig. 30). The first electron synchrotron was constructed 1945
by Edwin McMillan in the USA. While a cyclotron uses a constant mag-
netic field and a constant-frequency applied electric field, both of these fields
are varied in the synchrotron. By increasing these parameters as the par-
ticles gain energy, their path can be held constant as they are accelerated.

44



x

y

s

B
y

R

rf=h0

Figure 30: Synchrotron of radius R, with rf cavity, bending field By and the
local coordinate system following the ideal particle.

This allows the magnet aperture to be small. A synchrotron usually consists
of bending magnets (dipoles), focusing magnets (quadrupoles) and straight
drift sections. The straight sections are required for the rf cavities and for
other ring components, like injection and extraction systems. The beam is
injected into the synchrotron from a pre-accelerator, that can be a linac or
a smaller synchrotron. The maximum energy that a cyclic accelerator can
impart is typically limited by the strength of the magnetic field(s) and the
radius of the particle path. Figs. 31 and 32 show the GSI synchrotron SIS
(SchwerIonenSynchrotron).

Dipole magnets are used to guide the beam along the circular orbit. The
total bending angle for a circular accelerator is 2π, and the total integrated
dipole field is ∮

Byds = 2πps/q = 2πB0R0

B0R0 = p0/q is called the momentum rigidity of the beam. Here R0 is the
bending radius. The revolution frequency of the ideal particle is

ω0 =
v0
R

=
qBy

γ0m
(121)
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Figure 31: The GSI synchrotron SIS-18.

Figure 32: View in the SIS tunnel with quadrupole and dipole magnets.
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Figure 33: A typical synchrotron cycle. Shown are example ramps for the
magnets and the rf frequency.

with the actual radius R of the synchrotron.
Transverse focusing is provided in a synchrotron through quadrupole mag-

nets that are usually grouped in focusing cells of length L. In case of a circular
accelerators with circumference C = NL one uses in place of the betatron
phase advance σ (see Eq. 98) the machine tune

Q = ν =
Nσ

2π
(122)

which is the number of betatron oscillations in one revolution, also known as
betatron tune.

5.1 Acceleration in a synchrotron

During acceleration the magnetic field By is ramped synchronously with the
rf frequency (see Fig. 33). The rf frequency is related to the magnetic
bending field By via

frf = hf0 =
c2h

2π

qBy

W0

(123)

where f0 is the revolution frequency, h the harmonic number and W0 = γ0mc
2

the particle energy. If the particles approach the speed of light the relation
turns into

frf → h
c

2πR
. (124)

Next we want to calculate a criteria for the rf voltage amplitude V0. The
energy of the ideal particle is

W0 =
√

(p0c)2 + (mc2)2 (125)
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from the above relation one obtains

∆W0 = v0∆p0 (126)

for the dependence of the energy change on the momentum change during
acceleration. The momentum change can be obtained from the rigidity p0 =
qByR0 as

∆p0 = qR0∆By (127)

By eliminating ∆p0 we arrive at

∆W0 = 2πqR0R
∆By

T0
(128)

where T0 = 2πR/v0 is the revolution period. The energy gain per turn for
the ideal particle is

∆W0 = qV0 cosφs (129)

and one obtains

R0Ḃy =
V0

2πR
cosφs (130)

for the relation between the magnet ramping rate and the rf voltage per
circumference. For a fixed ramping rate and voltage amplitude we can de-
termine φs from the above relation. With increasing ramping rate also φs
increases. Therefore the bucket area shrinks. In order to accelerator a bunch
with a given bunch area a sufficiently large voltage amplitude has to be cho-
sen.

5.2 Momentum compaction factor

In a synchrotron the difference in path length between off-momentum orbits
and the design orbit is characterized by the compaction factor α, which is
defined as

∆C

C
= α

∆p

p
(131)

where C is the accelerator circumference. The circumference change ∆C is
given by

∆C =

∮ (
R +D

∆p

p

)
dθ −

∮
Rdθ (132)

with the dispersion function D(s). For the fractional circumference change
we therefore have

∆C

C
=

∆p

p

1

C

∮
D

R
ds (133)
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or

α =
1

γ2t
=

〈
D

R

〉
(134)

with the transition energy γt.

5.3 Steering and Focusing Errors

Thus far we have described an accelerator where each magnetic or electric
element performs exactly its pre-described task. In particular, for a circular
accelerator, there is by design an ideal reference orbit which closes on itself
and about which betatron oscillation would occur for particles with nonzero
emittance. Suppose that a particular bending magnet has a field somewhat
different from its intended value. We will show, that the field imperfection
leads to a new closed orbit near, but different from, the ideal design orbit.

Suppose that in our otherwise ideal circular accelerator a single steering
error of magnitude ∆x

′
= θ (with θ = l∆B/(BR)) is located at s = 0, where

∆B is an unintentional uniform dipole field over the path length l. Because
of this small steering error x = 0 is no longer a solution of the equation of
motion. Everywhere except at the location of the steering error, however,
the equation of motion is still that of a betatron oscillation. Only at the
point of the error is the equation inhomogeneous.

Let the orbit immediately downstream of the deflection θ be specified by
x0, x

′
0. To propagate this initial condition around the ring, we just multiply

by the single turn matrix M (Eq. 104 with σ = 2πQ). Now we are immedi-
ately upstream of the deflection. To close the orbit we need only to add the
angle θ and demand that we be back to x0, x

′
0. In symbols,

M

(
x0
x

′
0

)
+

(
0
θ

)
=

(
x0
x

′
0

)
(135)

Solving for x0 and x
′
0,(
x0
x

′
0

)
= (I −M)−1

(
0
θ

)
(136)

with the identity matrix I. Inserting M from Eq. 104, with the Twiss
parameters taken at x0, x

′
0, after some algebra (exercise !) we arrive at the

following expression for the closed orbit at s = 0

(
x0
x

′
0

)
= (I −M)−1

(
0
θ

)
=

θ

2 sinπQ

(
β̂0 cos πQ

sin πQ− α̂0 cos πQ

)
(137)
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Figure 34: Sketch of the close orbit in presence of a single steering error.

The closed orbit may now be expressed as a function of position around
the ring, by applying the transfer matrix between on point and another. The
solution for the closed orbit is sketched in Fig. 34. We see that the new
closed orbit in the presence of a single steering error exhibits a cusp at the
location of the error. Particles whose initial conditions do not coincide with
this closed orbit will perform betatron oscillations around the new closed
orbit.

In reality there will be as many steering errors as there are magnetic
elements in the accelerator. As a consequence every large circular accelerator
needs a set of independently powered steering dipole magnets in order to
correct closed orbit distortions.

From Eq. 137 we observe that there is no closed orbit if the tune Q is an
integer. This is the most elementary example of a resonance driven by lattice
errors. If the tune were an integer the steering errors would just reinforce
from turn to turn until the oscillation amplitude is large enough to strike the
wall of the vacuum chamber.

We will now briefly discuss the effects of focusing or gradient errors.
Let there be a single gradient error ∆κ of length ds equivalent to a thin
quadrupole with the focal length length f = 1/(∆κds)

M∗
F =

 1 0

− 1

f
1

 (138)

The matrix for a single turn is then M = M0M
∗
F , where M0 is the matrix for

the ideal ring. From the trace of M it follows that

cos 2πQ = cos 2πQ0 −
1

2

β̂0
f

sin 2πQ0 (139)
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where Q and Q0 are the new and old tunes respectively, and β̂0 is the original
amplitude function at the point of the perturbation. Assuming that the
perturbation is small, we can obtain a useful expression for the tune shift
due to a gradient error by writing

Q = Q0 + ∆Q (140)

and expanding the cosine term on the left hand side of the last equation.
The result is

∆Q =
1

4π

β̂0
f

(141)

If there is a distribution of gradient errors, this last result generalizes to

∆Q =
1

4π

∮
β̂(s)∆κ(s)ds (142)

were we used 1/f = ∆κds. We see that the effect of gradient errors is a
tune shift. If the tune is near a integer or half integer the Q value obtained
from Eq. 139 becomes complex. There will be a range of values of Q0 for
which the motion is unstable; this range is called stopband. Here we just
quote the general result for error driven resonances, including also nonlinear
error fields and horizonal-vertical coupling effects

nQx +mQy = p (143)

were n, m and p are integers. | n | + | m | is the order of the resonance
driving error (dipole 1, quadrupole 2, sextupole 3, ...). An gradient error
causes second order resonances. Because of manufacturing errors and the
finite length of the magnetic components all orders of error field are usually
present in a ring accelerator. The strength of the errors fields drops with
increasing order. The working point (Qx, Qy) must be sufficiently far away
from dangerous low order resonances. Fig. 35 shows the resonance lines up
to thrid order together with a possible working point.

5.3.1 Chromaticity

In Sec. 4.5 we dicussed the motion of off-momentum particles in bending
magnets. Also the the focusing strength (Eq. 88) depends on momentum

κ = κ0 + ∆κ (144)

with

∆κ = −∆p

p
κ0
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Figure 35: Resonances up to 3rd order in both planes of oscillation. A
possible working point is indicated.

for small momentum spread. This momentum dependency can be inter-
preted as a focusing error for off-momentum particles. Using Eq. 142 the
corresponding tune shift can be calculated as

ξ =
∆Q

∆p/p
= − 1

4π

∮
β̂(s)κ0(s)ds (145)

with the chromaticity ξ. Why worry about chromaticity ? There are
two reasons. If the beam has a large momentum spread, then a large chro-
maticity may place some portion of the beam on resonances. Secondly there
are intensity dependent instabilities connected to a finite chromaticity. The
capabilities for chromaticity adjustment provided by the linear lattice are
limited. What is needed is a magnet that represents a gradient that is a
function of momentum. A distribution of sextupole magnets located at lo-
cations with finite dispersion is usually used for this purpose. The field of a
sextupole magnet (see Fig. 36) is of the form (with the constant g)

Bx = gxy (146)

By =
1

2
g(x2 − y2)

The corresponding gradients are

∂By

∂x
= gx (147)
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Figure 36: Yoke profiles for dipole, quadrupole and sextupole magnets.

∂Bx

∂y
= gx

the focusing strength is therefore

κsext =
q

p
gx = mx (148)

The resulting field gradient at a location with finite dispersion function
is

κsext = mD
∆p

p

and the contribution to the chromaticity from sextupoles may be readily
calculated.
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Figure 37: Magnet structure with thin sextupoles.

5.4 Restriction of dynamic aperture by sextupoles

The sextupole magnets needed to compensate for the chromaticity unfortu-
nately also have negative effects on the dynamic behaviour of the beam. This
is due to the fact that the quadratic field distribution adds a non-linear force
on the particles, leading to anharmonic betatron oscillations. Non-linear
resonances may thus arise, leading to sudden particles loss above a certain
betatron amplitude (’dynamic aperture’) . One faces the phenomenon of
chaotic particle dynamics. It is not possible to treat this non-linear problem
analytically, and one is forced to use numerical methods instead. Here we
consider a simple magnet structure with a thin sextupole after each linear
focusing cell (Fig. 37). The linear focusing sections are again described by
their transfer matrix M (e.g. Eq. 104 ). The sextupoles may then be approx-
imated by thin lenses with no longitudinal extend. If l is the length of the
nth sextupole then the change in trajectory angle induced by the sextupole
field (Eq. 146) in both planes is given through (using x

′′
= −qBy/p and

y
′′

= qBx/p)

∆x
′
= −q

p
Byl = −1

2
(ml)(x2n − y2n) (149)

∆y
′
=
q

p
Bxl = (ml)xnyn

with the displacements xn, yn at the nth sextupole. We consider the
motion of a particle with zero betatron amplitude in vertical direction (y(s) =
0), then the horizontal coordinates of the particle right behind the nth thin
sextupole are

~xn =

(
xn

x
′
n + ∆x

′

)
(150)

with ∆x
′

= −1/2(ml)x2n. The evolution of the trajectory through the
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Figure 38: Particle tracking through a circular accelerator (left without
sextupole, right with sextupoles).

sextupole cannot be described by the usual matrix formalism because the
matrix elements would then themselves depend on the starting values of
the vector. Therefore the change in angle induced by the sextupole must
be explicitly added to the trajectory vector. The evolution of the particle
coordinates through the focusing structure including the sextupole is then
given through (

xn+1

x
′
n+1

)
= M

(
xn

x
′
n − 1/2(ml)x2n

)
(151)

This equation must be iterated for a range of initial conditions and for
sufficiently many cells. This procedure is called particle tracking. The result
of such a computation is shown in Fig. 38. From this example we see that
sextupoles reduce the stable region in phase space. Stable particle motion
is only possible for small betatron oscillation amplitudes. If the amplitude
exceeds a certain value, which may be much smaller than the physical ac-
ceptance given by the size of the vacuum chamber, then the particle is lost.
The reduced area is called dynamical aperture. Extensive numerical particle
tracking studies are required to obtain the optimum sextupole positions and
strengths for maximum dynamic aperture.

5.5 Vacuum pipes and eddy currents

One important component of a synchrotron is the vacuum pipe. It encloses
the vacuum of 10−9 mbar (proton machines) up to 10−12 mbar (heavy-ions or
’cold’ machines). Usually the pipe is made of stainless steel. The pipe must
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be able to shield the EM fields generated by the circulating beam. Therefore
a good conductor must be chosen for the pipe material. However, we will see
in the following that the ramping By creates eddy currents in the conducting
beam pipe. A sketch of a dipole magnet with a rectangular vacuum chamber
is shown in Fig. 39. The height of the pipe is h and its width 2b. According
to Faraday’s law the time dependent By creates an electric field along the
loop characterized by the positions ±x from the chamber center∮

~E · d~l = −
∫

~̇B · d~S (152)

and
Ez = Ḃyx (153)

For finite conductivity the current density is

jz = σEz = σḂyx (154)

The total current within the area between x = 0 and x is

I = dσḂyx
2 (155)

where d is the thickness of the chamber and the contribution from the top
and bottom have been included. From Ampere’s law we obtain the magnetic
field difference

∆By = µ0
d

h
σḂy

(
x2 − b2

)
(156)

which is a dipole and a sextupole field. The sextupole field induced by the
eddy currents usually represent a significant field perturbation. In addition
the eddy currents will heat the beam pipe. The power loss per unit length
can be obtained from Ohm’s law

dP = dσ−1j2z (x)ldx (157)

and
P

l
= dσb3Ḃ2 (158)

The heating of the wall causes the outgassing of molecules, which increases
the vacuum pressure. From the above expressions for the sextupole field
and for the power loss we can see that both effects are proportional to the
the conductivity σ and the thickness of the chamber d. In fast ramping
synchrotrons (up to 5 Hz) one choses a thin (0.3 mm), stainless steel beam
pipe in the dipole sections in order to reduce eddy currents effects and still
enable a sufficient shielding of the EM fields generated by the beam. In rapid
cycling synchrotrons ceramic pipes with wire cages or with out rf shields
(copper stripes) are employed.
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Figure 39: Dipole magnet with rectangular vacuum pipe.
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Figure 40: Ceramic vacuum chamber with wire cage of the ISIS rapid cycling
synchrotron (RAL, UK).
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Figure 41: Vacuum chamber and beam envelope.

6 Beam intensity effects

Thus far, we have considered only the motion of a single particle, or of a beam
of noninteracting particles, in the presence of external forces. Many of the
important phenomena in accelerator physics involve the interplay between
the beam and its surroundings through the electromagnetic fields induced
by the beam. First the transverse space charge force and its effect on the
betatron oscillation tunes will be introduced. Afterwards longitudinal effects
will be considered.

6.1 Transverse intensity effects

6.1.1 Transverse space charge

Consider the simple example of uniform cylindrical beam. Within our simple
model the beam has a circular cross section with radius a = ax = ay and
propagates through a ideal conducting beam pipe (Fig. 41). It is assumed
that the variation of the beam size with distance s is slow enough that the
axial electric field and the radial magnetic field can be neglected. If the
uniform charge density of the beam is (r2 = x2 + y2)

ρ(r, s) =

{
ρ0(s) : r ≤ a

0 : r > a

with

ρ0(s) =
I

πv0a2(s)
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From the application of Gauss’s law we obtain for the radial electric field

E(r) =


Ir

2πε0a2v0
: r ≤ a

I

2πε0v0r
: r > a

(159)

from Ampere’s law, with the current density j = ρv0, the magnetic field is
obtained as

B(r) =


µ0Ir

2πa2
: r ≤ a

µ0I

2πr
: r > a

(160)

The resulting space charge force on an individual beam particle located at
r < a inside the beam profile is

F = q(E − v0B) = q(1− β2
0)E =

qE

γ20
(161)

with the relativistic parameters β = v0/c and γ0. Thus the attractive mag-
netic force, which becomes significant at high velocities, tends to compensate
for the repulsive electric force. Therefore, space charge defocusing is primary
a nonrelativistic effect. In accelerators, however, beams are carried from low
to high energies and therefore space charge effects may become important
during some are all phase of acceleration. This is specifically true for protons
and heavy ions for which the relativistic γ0 is rather low for most achievable
particle energies. It is worth to notice that electric or magnetic space charge
field at relativistic energies can still be important due the presence of the
metallic beam pipe or due to a partial compensation of the beam’s charge
density (self-focusing).

For non-round beam profiles with ax 6= ay we obtain the space charge
force (exercise)

Fx = q(1− β2
0)E =

qEx
γ20

=
Ix

πε0v0

1

ax(ax + ay)
(162)

6.1.2 Equation of Motion with Space Charge

The space charge force can be added to the linear equation of motion (Eq.
89) in the following way

x
′′

+ κx(s)x =
1

γmv20
× (space charge force) (163)
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Here we will neglect the effect of bending magnets. Using the space charge
force for a uniform, non-round beam we have

x
′′

+

(
κx(s)−

2K

ax(s)(ax(s) + ay(s))

)
x = 0 (164)

with the perveance

K =
qI

2πε0mc3β3γ3
(165)

The space charge force acts as a distributed defocusing error in the equation
of motion. The beam envelopes ax and ay can be obtained from the envelope
equations including the space charge force

a
′′

x + κx(s)ax −
2K

ax(s) + ay(s)
− ε2x
a3x(s)

= 0 (166)

The equation for ay can be obtained by simply replacing x and y. The enve-
lope equation can be solved analytically in the limit of a constant focusing
gradient κx and a corresponding zero-current phase advance µ0 =

√
κxL,

where L is the cell length. If we furthermore assume κx = κy = κ0 we arrive
at

κ0a−
K

a
− ε2

a3
= 0 (167)

where a = ax = ay is the beam envelope. Introducing the space charge
modified focusing gradient

κ = κ0 −
K

a
(168)

we obtain

κa− ε2

a3
= 0 (169)

or √
κa2 = ε (170)

In terms of the phase advance the above expression can be expressed as(µ
L

)2
=
(µ0

L

)2
− K

a
(171)

The general solution for the beam envelope can be obtained from Eq. 167 as

a = a0

(
u+
√

1 + u2
)1/2

(172)

where u is the dimensionless parameter

u =
K

2
√
κ0ε

(173)
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Figure 42: β̂ functions in a FODO cell with and without space charge.

and a0 is the beam envelope for zero-current (K = 0 and u = 0)

√
κ0a

2
0 = ε (174)

For u � 1 we can neglect the contribution of the emittance to the beam
envelope in Eq. 167 and a is determined by the balance of the external
focusing force and the defocusing space charge force

a =

√
K

κ0
(175)

In the general case of non-constant focusing gradients κx(s) the envelope
equations Eq. 166 have to be solved numerically in order to obtain the
stationary envelopes ax(s) and ay(s). The corresponding β̂-functions are

given through β̂x = a2x/εx. The β̂-functions obtained numerically for a space
charge induced phase shift reduction ∆µ = µ − µ0 = 60o are shown in Fig.
42.
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6.1.3 Space Charge Tune Shift

Here we will take a closer look to the (usually weak) space charge tune shift in
a circular accelerator. The effect of space charge is equivalent to a distributed
gradient error

∆κ(s) = − 2K

ax(ax + ay)
(176)

The resulting tune shift can be calculated from Eq. 142

∆Q = − 1

4π

∮
β̂(s)

2K

ax(ax + ay)
ds (177)

Using the definition of the beam envelope ax =

√
β̂εx we obtain

∆Q = − 1

4π

∮
2K

εx(1 + ay/ax)
ds ≈ − KR

εx

(
1 +

√
εy/εx

) (178)

We see that the tune is decreased due to the defocusing character of
the transverse space charge force. As a figure of merit one often considers
a maximum tolerable space charge tune shift of | ∆Q |< 0.25 in order to
avoid crossing of low order error resonances in circular machines. For a
coasting (dc) beam with a homogenous transverse charge distribution ρ =
const. it would be sufficient to adjust the tune in order to avoid resonances.
However, for a transverse Gaussian charge distribution the tune depends on
the oscillation amplitude, as we will see in the next section. If the beam is
bunched the space tune shift reaches its maximum at the bunch center and
falls to zero at the bunch ends. Therefore the tune shift is a tune spread,
that cannot be compensated by the external, linear focusing forces.

6.1.4 Nonlinear space charge force

The homogenous charge density used in the preceding sections simplifies
considerably the analytic estimation of space charge effects. A more realistic
model is a Gaussian charge distribution given through

ρ(r) =
I

2πβ0cσ2
exp

(
− r2

2σ2

)
(179)

with the beam current

I = 2πβ0c

∫ ∞
0

ρ(r)rdr (180)
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and with rms beam radius σ. For a homogenous beam profile ρ = const. we
obtain the rms radius σ = rm/2. The transverse electric field for a Gaussian
charge distribution results as

E(r) =
I

2πε0v0r

[
1− exp

(
− r2

2σ2

)]
(181)

and the force is

F (r) =
qE(r)

γ2
≈ qI

2πε0γ20v0

r

2σ2
(182)

The force is no longer linear. Only for r � σ the force can be linearized. The
resulting approximate expression is given on the rhs of the above equation.
The force close to the center of a Gaussian beam profile is twice as large as
the force resulting from a homogenous profile. In the case of the Gaussian
profile the space charge force drops for larger r, resulting in a tune spread.

6.1.5 Beam-beam tune shift

In a collider ring two beams circulating in opposite directions are brought into
collisions. Suppose one bunch collides head-on with a another bunch moving
in the opposite direction. Let the bunches both have the cross-sectional area
A and the particle number Nb. Any particle in one bunch will see a fraction
of the area of the other bunch Nσc/A, where σc is the cross-section for the
interaction of two particles. The interactions per passage of two bunches is
then N2

b σc/A. If the frequency of bunch collisions is f , then the interaction
rate is fN2

b σc/A. The luminosity is defined as the interaction rate per unit
cross section

L = f
N2
b

A
(183)

The luminosity represents a figure of merit for a collider. Suppose the beams
have a round, homogenous density profile. The area would then simply be
A = πa2, where a = xm = ym. Luminosities are often expressed in cgs units.
For instance the CERN LHC presently operates at luminosities of the order
1033 cm−2 s−1.

At the interaction point the two bunches feel the electric and magnetic
forces of the other bunch. In the following we will assume that both bunches
travel at the speed of light (v0 = c). The force exerted by the beam moving
in one direction exerted on a ’test particle’ in the other beam is (see also Eq.
161)

F = q(E + cB) = 2qE =
q2λr

πε0a2
(184)
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Figure 43: A beam with a horizontal offset in a cylindrical beam pipe. The
image fields can be obtained from an image beam at a distance h = b2/x̄
from the actual beam.

where λ(s) is the line density of the beam moving in the opposite direction.
The magnetic field is now defocusing because of the opposite direction of the
velocity. We can now calculate the induced gradient error as

∆κ(s) = − q2λ(s)

πε0mγ0a2
(185)

and the beam-beam tune shift per collision

∆Q =
1

4π

∮
a2

εx
∆κ(s)ds =

1

2
× 1

4πεx

∫
a2∆κ(s)ds (186)

= − q2Nb

8π2ε0mγ0εx

During a collision the force is felt only during the time that the two bunches
are colliding. Only half of the integral over the bunch length is necessary,
because the two bunches are traveling in opposite directions. The tolerable
beam-beam tune shift is usually smaller than the tolerable space charge tune
shift, because the beam in a collider is stored for hours, whereas the space
charge tune shift is effective at injection energy, where the beam remains
usually only for ms.

6.1.6 Image fields and transverse impedances

In this section we will derive the transverse image force and the corresponding
impedance on a beam with a horizontal offset x̄ in a beam pipe (see Fig. 43).
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The image electric and magnetic field acting on the beam center can be
obtained from an image charge and current at h = b2/x̄, where b is the pipe
radius.

Ex =
qλ

2πε0h
(187)

By =
µ0I

2πh
(188)

The electric image force on the beam center is

Fx =
qEx
γ20

=
q2λx̄

2πε0γ20b
2

(189)

The surface charge density can be obtained from

ρs = ε0Er(r = b) (190)

and results as

ρs(φ) ≈ qλx̄

πb2
cosφ (191)

For the total charge on the pipe wall one obtains

λs =

∫ π/2

−π/2
λs(φ)bdφ =

2

π

λx̄

b
(192)

The electric field can be obtained from the surface charge density as

Ex =
1

2πε0

∫ 2π

0

ρs(φ) cosφdφ (193)

In a similar fashion one can obtain the surface current density

js(φ) =
Ix̄

πb2
cosφ (194)

and the total current in the pipe wall

Is =

∫ π/2

−π/2
js(φ)bdφ =

2

π

Ix̄

b
(195)

The transverse impedance is defined as the force divided by the beam’s dipole
moment

Zx(ω) =
−i
β0Ix̄

(
Ex +

[
~v0 × ~B

]
x

)
(196)
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Using the above expression for the electric and magnetic image forces we
obtain the transverse impedance for a ideally conducting pipe as

Zx = −i Z0

2π(β0γ0)
2b2

(197)

where the vacuum impedance is

Z0 = (ε0c)
−1 = 377 Ω (198)

In the following we will account for a finite surface conductivity σs = σwd
of the pipe wall (wall thickness d, bulk wall conductivity σw). Then the
longitudinal electric field due to the surface current density js in the wall is

Ez =
js
σs

(199)

If we assume a beam offset oscillation frequency ω

x̄(t) = x̂ exp(−iωt) (200)

where x̂ is the oscillation amplitude, then the induced magnetic field in the
pipe is

By = B̂y exp(−iωt) (201)

and (see Fig. 44)

B̂y = −iÊz
ωb

= i
ĵs

bdσwω
(202)

This dipole magnetic field can be used in Eq. 197 and one obtains the
transverse impedance due to the finite conductivity of the pipe wall as

Zx(ω) =
c

πb3dσwω
, d� δw (203)

where

δw =

√
2

µ0σω
(204)

is the skin depth. The above expression for the transverse resistive wall
impedance assumes a constant wall current (d � δw) and low frequencies.
For higher frequencies the thickness d should be replaced by the skin depth
δw.

66



 

E∫ ⋅ds = −

B∫ ⋅d

A

x 

y 

z 

By

Ez ≈σ s
−1 js

2b 

Figure 44: Integration path (red lines) for the induced magnetic field.

6.1.7 Transverse coherent beam oscillations

The transverse offset for a given beam density ρ(x, y, s) is

x̄(s) =

∫
xρ(x, y, s)dxdy (205)

The equation of motion for the beam offset is obtained from the single particle
equation of motion and the definition of the transverse impedance as

x̄′′ + κxx̄ =
F̄x

γ0mv20
= i

qIZx
β0E0

x̄ (206)

The term on the lhs causes a shift of the coherent tune, meaning the betatron
oscillation frequency of the center of the beam. The coherent tune shift is

∆Qcoh
x =

1

4π

∮
β̂x∆κxds ≈ −i

qIR2Zx
2Qβ0E0

(207)

where β̂x ≈ R/Q has been used. The imaginary part of the transverse wall
impedance Eq.?? results in a real coherent tune shift

Re
(
∆Qcoh

x

)
= − qIR2Z0

2Q0β3
0γ

2
0b

2E0

(208)
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Figure 9: Oscillation modes of a coasting beam

We replace the external excitation G by the one of the feed-back Gs = k〈ẋ〉 and assume
a gain k just sufficient to keep the oscillation going. This is the limit of stability since a
slightly larger gain would increase the oscillation leading to an exponential growth

〈ẋ〉 = k〈ẋ〉 π√
2πσω

→ k ≤
√

2

π
σω.

This maximum gain k still giving stability is proportional to the frequency spread. Landau
damping works by making an accidental coherent oscillation incoherent at infinitesimal
levels without having first a growth reaching finite amplitudes. It does not lead to a
growth of the incoherent oscillations.

3 TRANSVERSE BEAM RESPONSE TO AN EXCITATION

3.1 Transverse oscillation modes of a coasting beam
A uniform coasting beam of N particles circulates with revolution frequency ω0,

current I = eNω0/(2π) in a ring of uniform focusing. Each particle executes a betatron
oscillation of frequency Qω0

θi = θ0i + ω0t , yi(t) = ŷ cos(Qω0(t − ti)).

Depending on the phase Qω0tj between adjacent particle we have different modes. We
choose a set having a form as seen at a fixed location θ

y(t) = ŷ cos(nθ − ωt) , y(0) = ŷ cos(nθ).

Frozen in time, t = 0, we have a closed wave with n periods as shown in Fig. 9. Following
a particle θs(t) = θ0 + ω0t on its motion gives us the betatron oscillation with frequency
Qω0.

ys = ŷ cos(nθ0 − (ω − nω0)t) = ŷ cos(nθs − Qω0t)

giving for the frequency ω seen by a stationary observer

ω = (n + Q)ω0 = ωβ with −∞ < n < ∞.

We divide modes into fast and slow waves according to the sign of the phase difference
between adjacent particle

ωβf = (nf + Q)ω0 , nf > −Q

ωβs = (ns − Q)ω0 , ns > Q.

A. HOFMANN
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Figure 45: Coherent oscillations of a coasting beam in a synchrotron.

The real part Eq. 203 causes an imaginary tune shift and a corresponding
exponential growth of the offset oscillation with the growth rate

τ−1 = ω0Im
(
∆Qcoh

x

)
= ω0

qIR2c

2πQβ0E0b3dσwω
(209)

The growth rate depends on the frequency ω of the offset oscillations seen by
a stationary observer. Moving with the beam velocity the offset oscillations
are given through

x̄(t) = x̂ exp(Qω0(t− t0)) (210)

where t0 is A stationary observer at position s sees the offset (Fig. 45)

x̄(s, t) = x̂ exp(ns/L− ωt) (211)

where n is the harmonic number and L the circumference. If we set s = v0t
and then compare the two expression we arrive at the coherent oscillation
frequencies

ωn = (Q± n)ω0 (212)

If we differentiate ωn with respect to the momentum deviation we arrive
at

∆ωn = (ξ − η0(n±Q))ω0
∆p

p
(213)

which results in a spread of the coherent frequency ∆ωn for a beam with
a momentum spread. The frequency spread causes a decay of the offset
oscillations with the rate

τ−1n ≈ δωn (214)

For
δωn & ω0Im∆Qcoh

x (215)
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FREE SPACE AND A PERFECTLY CONDUCTING SMOOTH PIPE =5 

(a) UN T, 
Figure 1.2. Electromagnetic field carried by an 
space; (c) in a perfectly conducting smooth pipe. 

Ampere’s law gives 

for 
Law 

Conducting wall 

ultrarelativistic point charge: (a), (b) in free 

24 
B, = y8(s - ct), (1.5) 

which is equal to E,. The shape of the field distribution resembles a pancake 
moving with the charge. 

We now consider the case in which the point charge moves along the axis 
of an axially symmetric vacuum chamber pipe that is perfectly conducting, as 
shown in Figure 1.2(c). The same application of Gauss’s and Ampere’s laws 
again provides the results (1.4) and (1.5). The sole effect of the pipe wall is to 
truncate the field lines by terminating them onto the image charges and 
currents on the wall. 

The above result that the pipe simply truncates the field lines without 
deformation applies only if the charge moves along the pipe axis. It is no 
longer correct for a point charge moving off-axis. One can consider, for 
instance, a particle that moves down the pipe with an offset a in the 0 = 0 
direction. The charge and current density can be decomposed in terms of 
multipole moments, 

where the distribution with a pure mth moment is given by 

Im 
Pm = Ta”+l (1 + 6 

m0 
) S(s - ct)8(r - a)cos me, 

(1.7) 

Figure 46: Electric field lines for a relativisitc charge a seen in the laboratory
system. a) free space, b) in a perfectly conducting pipe.

the offset oscillations are stabilized. This results in the stability criterium
for the momentum spread

∆p

p
>

ω0

(η0 − (n−Q0))

qIR2ZR
x

2Q0β0E0

(216)

6.2 Longitudinal intensity effects

6.2.1 Field of a relativistic point charge

For relativistic energies the field distribution of a point charge is contacted
into a thin disk with an angular spread on the order of 1/γ (see Figure 46).
An expression for the electric field can be obtained from the Lorentz trans-
formation of the fields from the rest frame into the laboratory frame‡. The
result for the electric field in clyindrical coordinates (r, z) is

~E =
q~r

4πε0γ2 (z2 + r2/γ2)3/2
(217)

For an ultrarelativic charge the magnitude of the electric field is easily ob-
tained by drawing a pillbox with radius r and an infinitesimal height around
the charge q (see Figure 46, b)) and then applying Gauss’s law. The result
is

Er =
qλ(s− ct)

2πε0r
(218)

‡J. D. Jackson, Classical electrodynamics
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s

Figure 47: Uniformly distributed continuous beam of radius a in a beam
pipe of radius b. The induced electric fields are shown schematically. The
rectangular loop is used for the path integral of Faraday’s law.

Similar, Ampere’s law gives

Bφ =
qµ0λ(s− ct)

2πr
(219)

From the above equations one sees that the longitudinal fields are very weak
at relativistic energies in case of an ideally conducting, smooth pipe. In the
following we will analysis the longitudinal field for non-relativistic energies
and also for resistive pipe walls.

6.2.2 Longitudinal space charge

Let a be the radius of a uniformly distributed continuous beam, and let b be
the radius of the beam pipe. Then the transverse electromagnetic fields of
the beam are determined through Eqs. 159 and 160.

Using Faraday’s law ∮
~E · d~l = − ∂

∂t

∫
~B · d ~A (220)

along the loop shown in Figure 47 we obtain

(Es − Ew)∆s+
qg

4πε0
(λ(s+ ∆s)− λ(s)) = −∆s

gµ0

4π

∂I

∂t
(221)

with the line charge density I = qv0λ. The geometry factor g = 1 + 2 ln(b/a)
is obtained from the integral along the radial paths from the beam center to
the vacuum chamber wall. The electric field acting on the beam becomes

Es = Ew −
qg

4πε0

(
∂λ

∂s
+

1

c2
∂I

∂t

)
70



From the continuity equation ∂I/∂t = −q(βc)2(∂λ/∂s) we obtain

Es = Ew −
qg

4πε0γ2
∂λ

∂s
(222)

Ignoring the wall electric field (ideal conductor) we thus have

Es = − qg

4πε0γ2
∂λ

∂s
(223)

This electric field corresponds to an effective space charge voltage around the
ring seen by a beam particle (ring radius R)

Vs = 2πREs (224)

If we assume a coasting beam with a current modulation at the harmonic
number n = ω/ω0 then the current signal observed at a fixed position θ = s/R
in a synchrotron is

I(s, t) = I0 + In exp (inθ − iωt) (225)

where In is the modulation amplitude. The corresponding longitudinal elec-
tric field is

E(s, t) = En exp (inθ − iωt) (226)

and the longitudinal impedances is defined as

Zs(ω) = −Vn
In

(227)

where Vn = 2πREn. For an ideally conducting pipe we obtain from Eq. 223

Zs = − ing

2ε0β0cγ2
(228)

which is also called longitudinal space charge impedance. For a resistive pipe
wall the longitudinal electric field in the wall is

Ew = σ−1w jw (229)

where jw = Iw/(2πbd) is the current density in the wall. Again the wall
current is assumed to be constant (d � δw) and furthermore it is assumed
that the total wall current exactly compensates the beam current I ≈ −Iw.
The resulting real resistive wall impedance at low frequencies (d� δw) is

Zs =
R

σwdb
(230)
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For a resistive beam pipe the total impedance is given by the above real
component plus the imaginary space charge impedance. We will see later
that the real resistive wall impedance can cause longitudinal beam instabil-
ities. The imaginary space charge impedance cause instabilities only above
transition energy (negative mass instability). First we will analyze the effect
of space charge on synchrotron oscillations.

6.2.3 Synchrotron oscillations with space charge

Here we will consider longitudinal motion in a stationary rf bucket (φs = 0)
in a circular accelerator. Instead of the coordinate φ we will use the distance
from the synchronous particle z = h∆φ/R. The longitudinal equation of
motion can then be written as

z′′ =
qV (z)

Cm∗v20
(231)

where V (z) is the voltage per turn, m∗ = −ηm/γ is the effective mass and
C = 2πR the ring circumference. For the rf voltage Vrf (z) = −V0 sin(hz/R)
and under the assumption of small amplitude synchrotron oscillations Vrf (z) ≈
−V0hz/R we obtain

z′′ = −ω
2
s

v20
z (232)

where ωs is the synchrotron frequency

ωs =

√
2πhqV0
C2 | m∗ | (233)

Let us assume a parabolic bunch profile (see also Fig. 48) given through

λ(z) =
3

4

N

zm

(
1− z2

z2m

)
(234)

with the number of particles in the bunch Nb and the bunch half-width zm

Nb =

∫ zm

−zm
λ(z)dz (235)

From Eq. 223 the longitudinal space charge field is obtained as

Es(z) =
3gqNb

2ε0γ20z
3
m

z (236)
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λ(z) = 3
4
N
zm

1− z
2

zm
2

⎛
⎝⎜

⎞
⎠⎟

zm

Ez = − qg
4πε0γ

2
∂λ
∂z

= 3gqNb

2ε0γ 0
2zm
3 z

Figure 48: Parabolic bunch profile and the resulting space charge field.

and the space charge voltage per turn as Vs = EsC. The total voltage seen
by a beam particle is given by the sum of the rf voltage Vrf and the space
charge voltage Vs. For a parabolic bunch space charge results in a linear force
on the particles and we can write the equation of motion as

z′′ = −ω
2
s

v20

(
1− KL

ω2
sz

3
m

)
z (237)

with the longitudinal perveance

KL =
3πhgq2Nb

2ε0γ2C2m∗
(238)

or in terms of the space charge impedance

KL =
3πq2v0Nb

C2

∣∣∣∣Zscn
∣∣∣∣ (239)

We see that the effective synchrotron frequency can be either reduced (de-
focusing, for m∗ > 0, below transition) or increased (focusing, for m∗ < 0,
above transition). As a consequence, above transition, local density bumps
can growth with time, leading to self-bunching of the beam. This effect is
called the negative mass instability that will be treated in the next section.

6.2.4 Space charge waves and instabilities

Modulations of the current profile can seed an instability that poses a seri-
ous problem for both high-current linear accelerators and circular machines.
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This longitudinal instability affects the longitudinal particle distribution and
limits the beam intensity. To understand the physical mechanism driving
this instability it will first be useful to discuss how perturbations of the lon-
gitudinal charge density propagate along the beam as space charge waves.
We start from the Vlasov equation for the longitudinal distribution function
f(z, vz, t)

∂f

∂t
+ vz

∂f

∂z
+
qEz
m∗

∂f

∂vz
= 0

with the effective mass m∗ = −γm/η. The longitudinal electric field is
obtained from

Ez = − g

4πε0γ2
∂ρL
∂z

= −X
sc

2π

∂I

∂z

with the space charge reactance Xsc defined through

Zsc = −inXsc

and the current profile and line charge density

I(z, t) = βcρL(z, t) = qβc

∫ ∞
−∞

f(z, vz, t)dvz

In the cold-beam approximation we assume the distribution function

f(z, vz, t) =
1

qβc
I(z, t)δ(vz − u(z, t))

and the Vlasov equation reduces to the cold-fluid equations for the local
velocity u(z, t) and the line charge density ρL(z, t)

∂I

∂t
+

∂

∂z
(Iu) = 0

and
∂u

∂t
+ u

∂u

∂z
= − qX

sc

2πm∗
∂I

∂z
Let us assume a beam with unperturbed dc current I0, which implies that
the longitudinal dc electric field is zero. To analyze the propagation of waves
on a coasting (unbunched) beam we use the linearized, cold-fluid model for
the small perturbations I1 and u1, with

I = I0 + I1, u = u0 + u1 = u1

The linearized cold-fluid equations are

∂I1
∂t

+ I0
∂u1
∂z

= 0
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and
∂u1
∂t

= − qX
sc

2πm∗
∂I1
∂z

In a circular machine (radius R) the solutions can be written in the form of
running waves

u1 = un exp(i∆ωt− inz/R)

and
I1 = In exp(i∆ωt− inz/R)

with the modulation amplitudes un and In, the harmonic number n and the
coherent frequency shift ∆ωn = ω − nω0. For m∗ > 0 the resulting constant
phase velocity cs is

cs =
R∆ω

n
= ±

√
qI0Xsc

2πm∗
(240)

The backwards running wave (cs > 0) is called slow space charge wave and
the forward running wave (cs < 0) is called fast space charge wave. Because
of their similarity with ion sound waves in plasmas cs is also called speed of
sound.

As can be seen from the above results, for m∗ > 0 density perturbations
in a coasting beam surrounded by a perfectly conducting drift-tube wall
travel along the beam as fast and slow space charge waves. The frequency
(ω = ωn + ∆ωn) of the two waves are real, hence there is no change (growth
or decay) of the wave amplitudes. The beam neither loses nor gains energy
and there is no instability. The situation changes if we consider a machine
operating above transition energy (m∗ < 0) or the case where the impedance
has resistive components (e.g. due to a finite resistivity of the wall). For
m∗ < 0 we obtain from (240)

∆ωn = ±i∆ωI = ±i n
R

√
qI0Xsc

2π|m∗|

with the imaginary part ∆ωI of the frequency shift. The unstable situation
for ∆ωI < 0 with the instability growth rate

1

τI
= −∆ωI

is known as the negative mass instability§. This instability is driven entirely
by the the negative mass behavior in circular machines and the space charge

§Nielsen, Sessler, Symon, Proc. International Conference on High Energy Accelerators,
CERN, Geneva, 1959
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impedance. Above transition energy a local density increase will growth with
time, leading to bunching of the beam.

The momentum spread of the beam causes a diffusion of a local density
bump with the decay rate

τ−1d ≈
n|η0|β0c(∆p/p)

2πR
(241)

The instability threshold is then determined through τ−1I > τ−1d .
Up to the factor 2π and for this criterium for the threshold of the negative

mass instability is similar to the Keil-Schnell stability criterium¶∣∣∣∣Znn
∣∣∣∣ < mc2β2γ|η|(∆p/p0)2

qI0
(242)

which approximates the instability threshold for real and imaginary impedances
Zn = Rn + iXn.

¶E.Keil, W. Schnell, CERN Report ISR-TH-RF/68-33, CERN, 1968
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