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PRACTICAL INFO

Lunches are taken at the buffet lunch inside the school 
on the lakefront 

Dinners are free, apart  

This evening (welcome dinner) Villa Cipressi 

Tuesday 29 (farewell dinner) Villa Monastero
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SCHOOL SCHEDULE
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Elementary particles 
0,2%

Atoms, stars, diffused gas 
4%

Exotic dark matter 
(neutrinos, neutralinos,…)  

30%

Dark energy 
(Vacuum energy,…)  

66%

We ignore most things about the 4% of  the Universe 
But we do not even know of  what the remaining 96% is made of

What is the place of  matter in the universe
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20 EUROPEAN MEMBER 
STATES
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THE MISSION OF CERN

Push forward the frontiers of  knowledge 
The secrets of  the Big Bang 
Origin of  mass 

Develop new technologies for accelerators 
and detectors 

Information technology - the Web and 
the Grid 
Medicine - diagnosis and therapy 

Train scientists and engineers of  tomorrow 
Unite people from different countries and 
cultures

In
no

va
tio

n Education
Research

CERN
uniting people
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SFT       S o F T w a r e   D e v e l o p m e n t   f o r   E x p e r i m e n t s

Exploration of a new energy frontier 
in p-p and Pb-Pb collisions 

LHC ring: 
27 km circumference
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SFT       S o F T w a r e   D e v e l o p m e n t   f o r   E x p e r i m e n t sTools: LHC and Detectors

Exploration of a new energy frontier 
in p-p and Pb-Pb collisions 

LHC ring: 
27 km circumference

CMS

ALICE

LHCb

ATLAS

General Purpose,  
proton-proton,  heavy 

ions!
Discovery of new 

physics: !
Higgs, SuperSymmetry

pp, B-Physics, CP Violation!
(matter-antimatter symmetry)

Heavy ions, pp!
(state of matter of early universe)
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10 500 USERS 
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Some history of  scale…
Date Collabora+on	  sizes Data	  volume,	  archive	  technology

Late	  1950’s 2-‐3	   Kilobits,	  notebooks

1960’s 10-‐15 kB,	  punchcards

1970’s ~35 MB,	  tape

1980’s ~100 GB,	  tape,	  disk

1990’s 700-‐800 TB,	  tape,	  disk

2010’s ~3000 PB,	  tape,	  disk
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For comparison: 
1990’s: Total LEP data set ~few TB 
Would fit on 1 tape today 
!
Today: 1 year of LHC data ~30 PB
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Register ~ 30 million GB/y 
at the pace of  up to 4GB/s

Analyse data as soon as taken 
with 250,000 powerful 
computers in 170 centres and 
40 countries

Distribute to physicists 
all around the world the 
data

Google trends for “big data” 
HEP computing is today where 
computing will be tomorrow



•Tier 0 •Tier 1

WLCG: A global collaboration…

Tier-0 (CERN): 
• Data recording 
• Initial data reconstruction 
• Data distribution !
Tier-1 (11 centres): 
• Permanent storage 
• Re-processing 
• Analysis
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From	  testing	  to	  data:
Independent	  Experiment	  Data	  Challenges

Service	  Challenges	  proposed	  in	  2004	  
To	  demonstrate	  service	  aspects:	  

-‐Data	  transfers	  for	  weeks	  on	  end	  
-‐Data	  management	  
-‐Scaling	  of	  job	  workloads	  
-‐Security	  incidents	  (“fire	  drills”)	  
-‐Interoperability	  
-‐Support	  processes

2004

2005

2006

2007

2008

2009

2010

SC1	  Basic	  transfer	  rates

SC2	  Basic	  transfer	  rates

SC3	  Sustained	  rates,	  data	  management,	  
service	  reliability

SC4	  Nominal	  LHC	  rates,	  diskà tape	  
tests,	  all	  Tier	  1s,	  some	  Tier	  2s

CCRC’08	  Readiness	  challenge,	  all	  
experiments,	  	  ~full	  compu+ng	  models

STEP’09	  Scale	  challenge,	  all	  experiments,	  	  
full	  compu+ng	  models,	  tape	  recall	  +	  
analysis

•	  Focus	  on	  real	  and	  con+nuous	  produc+on	  
use	  of	  the	  service	  over	  several	  years	  
(simula+ons	  since	  2003,	  cosmic	  ray	  data,	  
etc.)	  
•	  Data	  and	  Service	  challenges	  to	  exercise	  
all	  aspects	  of	  the	  service	  –	  not	  just	  for	  
data	  transfers,	  but	  workloads,	  support	  
structures	  etc.

e.g.	  DC04	  (ALICE,	  CMS,	  LHCb)/DC2	  
(ATLAS)	  in	  2004	  saw	  first	  full	  chain	  of	  
compu+ng	  models	  on	  grids



WHERE ARE WE NOW?

The Grid for HEP simply works… and thanks to it we 
have discovered the Higgs Boson 

However the Grid has not generated a viable 
commercial model  

HEP remains the major (or rather the only?) user of  
the Grid 

Why is that so?

!14



THE GARTNER HYPE CYCLE
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CLOUDS AT THE HORIZON

The hype has now moved to a new concept, the Cloud 

Part of  the change is just branding and naming 

Part is the reuse of  the Grid technologies in a more 
viable economic model 

The problem of  data remains essential for HEP 

It will soon be for all other disciplines  

Sensors are ubiquitary
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ACCELERATORS DEVELOPED BY 
PHYSIC LAB ARE USED IN HOSPITALS
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Hadrontherapy

9000 accelerators out of  170,000 in the world are used 
for medicine



DETECTORS DEVELOPED IN PHYSIC 
LABS ARE USED FOR MEDICAL IMAGING
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PET (Positron Emission Tomography) allowing 
localisation of  certain tumors uses F18 isotope produced in 
accelerators, antimatter and detectors developed by physics.



WHO DOES NOT KNOW THE WEB?
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FUNDAMENTAL RESEARCH IS THE 
MOTOR OF INNOVATION
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Relativity

Without relativity 
correction for time 
expansion the error 
would be tens of  

meters after 5 minutes 
of  motion
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Relativity

Electromagnetism

Without relativity 
correction for time 
expansion the error 
would be tens of  

meters after 5 minutes 
of  motion

Portable phones use 
electromagnetic 

waves



THANKS FOR YOUR 
ATTENTION
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