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Auger Composition Measurements
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comparison to air shower simulations
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Measurement of HECR

PRO
TON

IRON

Xmax distribution measured by AUGER

Extensive air shower observation  
• longitudinal distribution   
• lateral distribution  
• Arrival direction 

Astrophysical parameters 
• Spectrum 
• Composition 
• Source distribution 

Air shower development 

HECRs

10191018

Xmax 
  the depth of air shower maximum. 
  An indicator of CR composition   

Uncertainty of hadron interaction models

Error of <Xmax> measurement
>

ICRC2013



The Large Hadron Collider (LHC)
  pp  √s = 13TeV    ➔  Elab = 0.9x1017eV 
  pp　√s = 7TeV 　 ➔  Elab = 2.6x1016eV 
  pp  √s = 0.9TeV ➔  Elab = 2x1014eV 
  pp √s=2.76TeV, 8TeV    
  
  PbPb  √sNN=2.76TeV 
  p-Pb   √sNN=5TeV

2015-

2009,2010
2010-2011

2011
2013

ATLAS/LHCf

LHCb/MoEDAL 

CMS/TOTEM

ALICE

2012

Energy flux @ p-p, 14TeV 



Key parameters for Air Showers
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Key Parameters
Inelastic Cross Section 
→TOTEM, ATLAS, CMS,ALICE 
Forward Energy Spectrum 
→LHCf, ZDC and etc. 
Inelasticity k= 1-plead/pbeam 
→LHCf, ZDC and etc. 
Multiplicity  
→Central detectors

+Nuclear Effect @ CR-Air



The LHCf collaboration

Apr. 2013

The LHCf collaboration involves 
~30 members at 10 institutions. 

Calibration of GSO plates at HIMAC 
Purpose
Make&the&position&maps&of&light&yield&of&GSO&for&all&GSO&
plates&before&assembling&the&detector.

Experiment&
HIMAC&:&An&Ion&accelerator&in&Chiba,&Japan.
Beam&:&400MeV/n&12C
Beam&Time&:&23&B&25&July&2013&(3&nights)&&

5
14年1月6日月曜日

Jul. 2011Feb. 2009
Jul. 2013
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LHCf Experiment
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ATLAS

140m

LHCf Detector(Arm#1)

Charged particles

Neutral particles
Beam pipe

Protons

Two LHCf detectors (Arm1 & Arm2)  
are installed into the very forward region  
of the LHC interaction point (IP1). 
LHCf can measure neutral particles  
(γ, n) at the rapidity range Ƞ > 8.4. 

96mm

140m



40mm

20mm

The LHCf detectors

Front Counter
• thin scintillators with 80x80mm2 

•  To monitor beam condition.  
•  For background rejection of    
   beam-residual gas collisions  
   by coincidence analysis Arm1

Arm2 25mm 
32mm 

Expected Performance  
  Energy resolution (> 100GeV) 
       < 5%     for Photons    
        40%       for Neutrons 
  Position resolution  
     < 200µm   for Photons 
     a few mm  for Neutrons

• W (44 r.l  , 1.7λI ) and Plastic Scintillator x 16 Layers 
• 4 positioning layers  
  XY-SciFi (Arm1) and  XY-Silicon strip(Arm#2) 
• Each detector has two calorimeter towers,  
  which allow to reconstruct π0 

Sampling and Positioning Calorimeters 
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92mm 90mm

Arm2
IP1,ATLAS

Arm1



Operations and Results
p-p, √s = 0.9 TeV (Dec. 2009 and May 2010) 

Photon spectra (PLB 715 (2012) 298) 

p-p, √s = 7.0 TeV (Apr.-July 2010) 
Photon spectra (PLB 703 (2011) 128) 

Neutral pion spectra (PRD 86 (2012) 092001) 

Neutron spectra (submit quite soon)  
→ Forward baryons relating to “Inelasticity” 

p-Pb, √sNN=5TeV (Jan.-Feb. 2013)  
Neutral pion spectra (PRC 89 (2014) 065209) 
→ Nuclear effect at the very forward region.  

Electromagnetic 
components
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Photons at 7TeV p-p
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Data  
!
!

DPMJET 3.04  
QGSJETII-03  
SIBYLL 2.1  
EPOS 1.99  

PYTHIA 8.145

• No model can reproduce the LHCf data perfectly.  
• EPOS 1.99 provides the best agreement with LHCf data. 

Sys.+Stat.



P.

Neutral Pions at 7TeV p-p
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C. Background subtraction

Background contamination of two-photon !0 events by
hadron events and the accidental coincidence of two pho-
tons not coming from the decay of a single !0 are sub-
tracted using the so-called ‘‘sideband’’ method.

Figure 4 shows an example of the reconstructed two-
photon invariant mass distribution of the experimental data
of Arm1 in the rapidity range from 9.0 to 9.2. The energy
scale correction discussed in the previous section has been
applied. The sharp peak around 135 MeV is due to !0

events. The solid curve represents the best fit of a compos-
ite physics model to the invariant mass distribution of the
data. The model consists of an asymmetric Gaussian dis-
tribution (also known as a bifurcated Gaussian distribution)
for the signal component and a third-order Chebyshev
polynomial function for the background component. The
dashed curve indicates the background component.

Using the expected mean (m̂) and 1" deviations ("l for
lower side and "u for upper side) of the signal component,
the signal window is defined as the invariant mass region
within the two solid arrows shown in Fig. 4, where the
lower and upper limits are given by m̂! 3"l and m̂þ 3"u,
respectively. The background window is constructed
from the two sideband regions, ½m̂! 6"l; m̂! 3"l$ and
½m̂þ 3"u; m̂þ 6"u$, that are defined as the invariant mass
regions within the dashed arrows in Fig. 4.

The rapidity and pT distributions of the signal
[fðy; pTÞSig] are then obtained by subtracting the back-
ground distribution [fðy; pTÞBG], estimated by the back-
ground window, from the signal-rich distribution
[fðy; pTÞSigþBG] selected from the signal window. The
fraction of the background component included in the

signal window can be estimated using the likelihood func-
tion [LBGðy; pT; m##Þ] characterized by the best-fit third-
order Chebyshev polynomial function. For simplicity,
LBGðy; pT; m##Þ is shortened as LBG in the following
text. Thus the signal distribution with background sub-
tracted is given by

fðy;pTÞSig¼fðy;pTÞSigþBG!Rðy;pT;m̂;"l;"uÞfðy;pTÞBG;
(4)

where Rðy; pT; m̂;"l;"uÞ is the normalization for the back-
ground distribution and written as

Rðy;pT;m̂;"l;"uÞ¼
Rm̂þ3"u
m̂!3"l

LBGdm##Rm̂!3"l
m̂!6"l

LBGdm##þ
Rm̂þ6"u
m̂þ3"u

LBGdm##

:

(5)

D. Unfolding of spectra

The raw rapidity–pT distributions must be corrected for
unavoidable reconstruction inefficiency and for the smear-
ing caused by finite position and energy resolutions. An
iterative Bayesian method [39,40] is used to simulta-
neously correct for both effects. The advantages of an
iterative Bayesian method with respect to other unfolding
algorithms are discussed in another report [39]. The un-
folding procedure for the data is organized as follows.
First, the response of the LHCf detectors to single !0

events is simulated by toy MC calculations. In the toy MC
simulations, two photons from the decay of !0s and low
energy background particles such as those originating in a
prompt photon event or a beam pipe interaction are traced
through the detector and then reconstructed with the event
reconstruction algorithm introduced above. Note that the
single !0 kinematics that are simulated within the allowed
phase space are independent of the particular interaction
model that is being used. The background particles are
simulated by a hadronic interaction model, which is dis-
cussed later, since the amount of background particles is
not directly measured by the LHCf detector.
The detector response to !0 events depends on rapidity

and pT, since the performance of the particle identification
algorithm and the selection efficiency of events with a
single-photon hit in both calorimeters depend upon the
energy and the incident position of a particle. The recon-
structed rapidity—pT distributions for given true rapidity—
pT distributions then lead to the calculation of the response
function. Then the reconstructed rapidity and pT spectra
are corrected with the response function that is equivalent
to the likelihood function in Bayes’s theorem. The correc-
tions are carried out iteratively whereby the starting point
of the current iteration is the ending point of the previous
iteration. Statistical uncertainty is also propagated from
the first iteration to the last. Iteration is stopped at or
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FIG. 4 (color online). Reconstructed invariant mass distribu-
tion within the rapidity range from 9.0 to 9.2. Solid curve shows
the best-fit composite physics model to the invariant mass
distribution. Dashed curve indicates the background component.
Solid and dashed curves indicate the signal and background
windows, respectively.
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IP
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π0⟶ 2Ƴ

9.2 indicate the pT threshold of the Arm2 detector owing to
the photon energy threshold and the geometrical accep-
tance. The pT threshold of the Arm1 detector occurs at a
higher value of pT than Arm2 due to its smaller accep-
tance. A general agreement between the Arm1 and Arm2
pT spectra within statistical and systematic uncertainties is
evident in Fig. 6.

Figure 7 presents the combined pT spectra of the Arm1
and Arm2 detectors (black dots). The 68% confidence
intervals incorporating the statistical and systematic un-
certainties are indicated by the shaded green rectangles.
The combined spectra below the pT threshold of Arm1 are
taken from the Arm2 spectra alone. Above the pT threshold
of Arm1, experimental pT spectra of the Arm1 and Arm2
detectors have been combined following the ‘‘pull
method’’ [44] and the combined spectra have accordingly
been obtained by minimizing the value of the chi-square
function defined as

!2 ¼
Xn

i¼1

X2

a¼1

0
@N

obs
a;i ð1þ Sa;iÞ % Ncomb

"a;i

1
A

2

þ !2
penalty; (7)

where the index i represents the pT bin number running
from 1 to n (the total number of pT bins), Nobs

a;i is the
number of events, and "a;i is the uncertainty of the

Arm-a analysis calculated by quadratically adding the
statistical uncertainty and the energy scale uncertainty
estimated by test beam data at SPS. The Sa;i denotes the
systematic correction to the number of events in the ith bin
of Arm-a:

Sa;i ¼
X6

j¼1

fja;i"
j
a: (8)

The coefficient fja;i is the systematic shift of ith bin content
due to the jth systematic uncertainty term. The systematic
uncertainty is assumed fully uncorrelated between the
Arm1 and Arm2 detectors and consists of six uncertainties
related to energy scale owing to the invariant mass shift,
PID, beam center position, single-hit, position-dependent
correction, and contamination by multihit #0 events.
Coefficients "ja, which should follow a Gaussian distribu-
tion, can be varied to achieve the minimum !2 value in
each chi-square test, while they are constrained by the
penalty term

!2
penalty ¼

X6

j¼1

ðj"jArm1j2 þ j"jArm2j2Þ: (9)

The#0 production rates for the combined data of LHCf are
summarized in Tables IV, V, VI, VII, VIII, and IX. Note
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FIG. 7 (color online). Combined pT spectra of the Arm1 and Arm2 detectors (black dots) and the total uncertainties (shaded
rectangles) compared with the predicted spectra by hadronic interaction models.
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that the uncertainty in the luminosity determination
!6:1%, that is not included in Fig. 7, can make a pT

independent shift of all spectra.
For comparison, the pT spectra predicted by various

hadronic interaction models are also shown in Fig. 7.
The hadronic interaction models that have been used in
Fig. 7 are DPMJET 3.04 (solid line, red), QGSJET II-03
(dashed line, blue), SIBYLL 2.1 (dotted line, green), EPOS
1.99 (dashed-dotted line, magenta), and PYTHIA 8.145
(default parameter set, dashed-double-dotted line, brown).
In these MC simulations, !0s from short-lived particles
that decay within 1 m from IP1, for example " ! 3!0, are
also counted to be consistent with the treatment of the
experimental data. Note that, since the experimental pT

spectra have been corrected for the influences of the
detector responses, event selection efficiencies and geo-
metrical acceptance efficiencies, the pT spectra of the
interaction models may be compared directly to the
experimental spectra as presented in Fig. 7.

Figure 8 presents the ratios of pT spectra predicted by
the various hadronic interaction models to the combined
pT spectra. Error bars have been taken from the statistical
and systematic uncertainties. A slight step found around
pT ¼ 0:3 GeV in 8:9< y< 9:0 is due to low pT cutoff of
the Arm1 data. The ratios are summarized in Tables X, XI,
XII, XIII, XIV, and XV.

VII. DISCUSSION

A. Transverse momentum spectra

Several points can be made about Fig. 8. First, DPMJET

3.04 and PYTHIA 8.145 show overall agreement with the
LHCf data for 9:2< y< 9:6 and pT < 0:2 GeV, while the
expected !0 production rates by both models exceed
the LHCf data as pT becomes large. The latter observation
can be explained by the baryon/meson production mecha-
nism that has been employed in both models. More spe-
cifically, the ‘‘popcorn model’’ [45,46] is used to produce
baryons and mesons through string breaking, and this
mechanism tends to lead to hard pion spectra. SIBYLL 2.1,
which is also based on the popcorn model, also predicts
harder pion spectra than the experimental data, although
the expected !0 yield is generally small.
On the other hand, QGSJET II-03 predicts !0 spectra that

are softer than the LHCf data and the other models. This
might be due to the fact that only one quark exchange is
allowed in the QGSJET model. The remnants produced in a
proton-proton collision are likewise baryons with rela-
tively small mass, so fewer pions with large energy are
produced.
Among hadronic interaction models tested in this analy-

sis, EPOS 1.99 shows the best overall agreement with the
LHCf data. However, EPOS 1.99 behaves softer than the
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FIG. 8 (color online). Ratio of the combined pT spectra of the Arm1 and Arm2 detectors to the predicted pT spectra by hadronic
interaction models. Shaded areas indicate the range of total uncertainties of the combined pT spectra.

MEASUREMENT OF FORWARD NEUTRAL PION . . . PHYSICAL REVIEW D 86, 092001 (2012)

092001-11

9.0<y<9.2

P T
 s

pe
ct

ra
 

9.2<y<9.4
MC/Data

R
at

io
 (

M
C

/D
at

a)
 

MC/Data

9.0<y<9.2 9.2<y<9.4

Data favors EPOS1.99



PID method

 parameter2DL
0 5 10 15 20 25 30 35 40

2

4

6

8

10

12

14

16

18

20
310×

 < 2000 GeVreconArm1; 1500 GeV < E

Data

Fit method A

MC neutron

MC photon

Neutro
n lik

e event

En
er

gy
 d

ep
os

it
Σ 

Ed
ep

.

L2D = L90%-0.25*L20%

Detector thickness is 
EM   :   44 radiation length 
→ Thick enough to contain all showers. 
Hadron :  1.7 interaction length  
→ Thin. Showers develop at deeper part 

Calorimeter depth

L90%



Neutron results at p-p 7TeV
!• In η>10.76 huge amount of neutron exists.  • Only QGSJET2 reproduces the LHCf result. • In other rapidity regions,  

the LHCf results are enclosed by the variation of models.

Preliminary Preliminary



π0 event analysis in p-Pb collisions

Nuclear effect
Basically)the)nuclear.nuclear)(p.A,)AA))interaction)can)be)
described)by)Glauber)model.)By)Glauber)model,)A.A)collision)is)
described)as)a)superposition)of)“p.p”.
Nuclear)interaction)of)the)interaction)models)used)in)Air.
Shower)simulation)is)based)on)Glauber)model)with)some)
collections)of)nuclear)shadowing,)gluon)saturation)and)etc.)
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➔Nuclear&effect
These&effect&makes&softer&and&less&3lux&of&energy&spectra&of&
secondaries&in&the&forward&region.

Central&collision&
(participants&of&collisions&>&1)

Peripheral&collision&
(participants&~&1)

13年10月22日火曜日
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➔Nuclear&effect
These&effect&makes&softer&and&less&3lux&of&energy&spectra&of&
secondaries&in&the&forward&region.

Central&collision&
(participants&of&collisions&>&1)

Peripheral&collision&
(participants&~&1)

13年10月22日火曜日

How about soft interaction at p-Pb?
Because'the'hit+position'distribution'of'neutrons'reported'
by'Lorenzo'has'very'high'peak'around'the'beam'center'
('corresponding'to'high'energy'and/or'low'Pt),'these'neutrons'
should'be'generated'by!soft'interactions.'
In'case'of'p+Pb'collisions,'proton'collides'with'the'electro+magnetic'
Cield'of'relativistic'Pb.'

5

Pb

γ*
Ultra&Peripheral&Collisions&(UPCs)

➔Ultra!peripheral!collisions!

impact&
parameter&

b

If&b&>&Rp+RPb,&hadron&interaction&is&strongly&
suppressed&and&proton&collides&with&electro;
magnetic&3ield&of&Pb,&of&which&strength&is&
proportional&to&Z2.&The&EM&interaction&can&be&
described&as&a&collision&between&proton&and&
quasi;photon.
Exp.)&&p+Pb&⟶&∆&+&Pb&⇔&p&+&γ*&⟶&∆
It&is&one&of&the&sources&of&soft&interaction&at&p;Pb&
collisions.&
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Central collisions Peripheral collisions

impact 
parameter : b b > Rp +RPb

b ⇠ Rp +RPbb ⌧ Rp +RPb

(Soft) QCD : 
central and peripheral collisions

Momentum distribution of the UPC induced secondary particles is estimated as 
1. energy distribution of virtual photons is estimated by the Weizsacker Williams approximation. 
2. photon-proton collisions are simulated by the SOHIA model (E > pion threshold). 
3. produced mesons and baryons by γ-p collisions are boosted along the proton beam.

Ultra peripheral collisions :  
virtual photon from rel. Pb collides a proton.

Dominant channel to forward π0 is

Pi0 at p-Pb
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About half of the observed π0 may originate 
in UPC, another half is from soft-QCD.

Break down 
of UPC

Comparison 
with soft-QCD

proton Pb

proton 
rest frame

14

� + p ! �(1232) ! p+ ⇡0



π0 pT spectra  at p-Pb

• The LHCf results in p-Pb (filled circles) show good agreement with MC predictions. • The LHCf results in p-Pb are clearly harder than the LHCf results in p-p at 5.02TeV 
(shaded area) which are interpolated from the results at 2.76TeV and 7TeV.

O. ADRIANI et al. PHYSICAL REVIEW C 89, 065209 (2014)
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FIG. 3. (Color online) Experimental pT spectra measured by LHCf after the subtraction of the UPC component (filled circles). Error bars
indicate the total uncertainties incorporating both statistical and systematic uncertainties. Hadronic interaction models predictions and derived
spectra for p-p collisions at 5.02 TeV are also shown (see text for details).

for visibility). This UPC contribution is estimated with the
MC simulations introduced in Sec. IV A using the UPC cross
section from [34].

To obtain the soft-QCD component, the UPC contribution
must be subtracted from the measured pT spectra. This is
achieved by simply subtracting, point by point, the UPC
induced pT spectra (open squares in Fig. 2) from the total
pT spectra (filled circles in Fig. 2). Uncertainties in the
subtracted results are obtained by adding the statistical and
systematic errors in quadrature. The theoretical uncertainty on
the UPC estimation ±5% derives mainly from the knowledge
of the virtual photon flux given by the relativistic Pb nucleus
and of the virtual photon-proton cross section [34]. The
inclusive production rates of π0’s measured by LHCf after
the subtraction of the UPC component are summarized in
Appendix A.

Figure 3 shows the LHCf data pT spectra after subtraction
of the UPC component (filled circles). The sizes of the
error bars correspond to 68% confidence intervals (including
both statistical and systematic uncertainties). The pT spectra
in p-Pb collisions at 5.02 TeV predicted by the hadronic
interaction models, DPMJET 3.04 (solid line, red), QGSJET II-03
(dashed line, blue), and EPOS 1.99 (dotted line, magenta), are
also shown in the same figure for comparison. Predictions by
the three hadronic interaction models do not include the UPC
component. The experimental pT spectra are corrected for
detector response, event selection, and geometrical acceptance
efficiencies, so that the pT spectra of the interaction models
can be compared directly to the experimental spectra.

In Fig. 3, among the predictions given by the hadronic
interaction models tested here, DPMJET 3.04 and EPOS 1.99
show a good overall agreement with the LHCf measurements.

However QGSJET II-03 predicts softer pT spectra than the LHCf
measurements and the other two hadronic interaction models.
Similar features of these hadronic interaction models are also
seen in p-p collisions at

√
s = 7 TeV [29].

In Fig. 3, the pT spectra in p-p collisions at
√

s = 5.02 TeV
are also added and will be useful for the derivation of the
nuclear modification factor described later in Sec. VII C. These
spectra are multiplied by a factor of 5 for visibility. The
derivation of the pT spectra in p-p collisions at

√
s = 5.02 TeV

is explained in detail in Appendix B.

B. Average transverse momentum

The average transverse momentum, ⟨pT⟩, can be obtained
by fitting an empirical function to the pT spectra in Fig. 3
for each rapidity range. Two distributions to parametrize
the pT spectra were chosen among the several proposed in
literature: an exponential and a Gaussian. Detailed descriptions
of the parametrization and derivation of ⟨pT⟩ can be found in
Ref. [29].

For example, the upper panel in Fig. 4 shows the ex-
perimental pT spectra (filled circles) and the best fit with
the exponential (dashed curve, blue) and with the Gaussian
distribution (dotted curve, red) in the rapidity range −9.2 >
ylab > −9.4. The bottom panel in Fig. 4 shows best-fit ratio to
the experimental data, for exponential (blue open triangles) and
Gaussian distributions (red open circles). Error bars indicate
the statistical and systematic uncertainties in the both panels.

On the other hand, ⟨pT⟩ can be simply estimated by
numerically integrating the pT spectra in Fig. 3. In this
approach, ⟨pT⟩ is obtained over the rapidity range −9.2 >
ylab > −10.0 where the pT spectra are available down to

065209-6



Nuclear modification factor

R
pPb

(p
T

) ⌘
d2NpPb

⇡0 /dydp
T

hN
coll

id2Npp

⇡0 /dydp
T

<Ncoll> = 6.9

• Both LHCf and MCs show strong suppression. • But LHCf grows as increasing pT, understood by the 
softer pT spectra in p-p at 5TeV than those in p-Pb.

O. ADRIANI et al. PHYSICAL REVIEW C 89, 065209 (2014)
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FIG. 5. (Color online) Average pT as a function of rapidity ylab.
Filled circles indicate the LHCf data. The predictions of hadronic
interaction models are shown (solid curve DPMJET 3.04, dashed curve
QGSJET II-03, and dotted curve EPOS 1.99).

the Feynman scaling of ⟨pT⟩ is only a function of rapidity.
Then (II) the absolute normalizations of the pT spectra at
5.02 TeV are determined by applying the measured absolute
normalizations at 7 TeV directly to those at 5.02 TeV. Finally
(III) the pT spectra at 5.02 TeV are derived assuming that the pT
spectra follow a Gaussian distribution with width 2⟨pT⟩/

√
π

[obtained in step (I)] and using the normalizations obtained in
step (II). The rapidity shift −0.465 explained in Sec. III is also
taken into account in the pT spectrum at 5.02 TeV. The details
of the procedure are discussed in Appendix B.

Figure 6 shows the nuclear modification factors RpPb from
the LHCf measurements and the predictions by hadronic inter-
action models DPMJET 3.04 (red solid line), QGSJET II-03 (blue
dashed line), and EPOS 1.99 (magenta dotted line). The LHCf
measurements, although having a large uncertainty which
increases with pT (mainly due to systematic uncertainties
in p-Pb collisions at 5.02 TeV), show a strong suppression
with RpPb equal to 0.1 at pT ≈ 0.1 GeV rising to 0.3 at
pT ≈ 0.6 GeV. All hadronic interaction models predict small
values of RpPb ≈ 0.1, and they show an overall good agreement
with the LHCf measurements within the uncertainty. Clearly
other analyses which are more sensitive to exclusive π0

signals are needed, for example diffractive dissociation, to
investigate the reason for this strong suppression. However,
the measured RpPb dependency on pT and rapidity may hint
to an understanding of the breakdown of the π0 production
mechanism.

VIII. CONCLUSIONS

The inclusive production of neutral pions in the rapidity
range −8.9 > ylab > −11.0 has been measured by the LHCf

LHCf

DPMJET 3.04

QGSJET II-03

EPOS 1.99
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FIG. 6. (Color online) Nuclear modification factor for π 0’s. Filled circles indicate the factors obtained by the LHCf measurements. Error
bars indicate the total uncertainties incorporating both statistical and systematic uncertainties. Other lines are the predictions by hadronic
interaction models (see text for details.)
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Future Operations
LHC p-p √s = 13 TeV 

Operation for about 1 week in May 2015  
with low luminosity collisions. 
• Test of Energy scaling 
• Enlarge the LHCf acceptance 
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Future Operations
LHC p-p √s = 13 TeV 

Operation for about 1 week in May 2015  
with low luminosity collisions. 
• Test of Energy scaling 
• Enlarge the LHCf acceptance 
• Measurement with Event Categorization  

thank to the common operation with ATLS   

w/ Event selection by ATLSAll Events

Poster  
by Q. Zhou

n @ Arm1-TS

0 charged  
particle  

with > 100MeV/c  
in |η| < 2.5

99% Pure  
diffractive events  

with ~40% eff.



Summary
LHCf is a forward experiment at LHC and had 
operations at p-p with √s=0.9,7 TeV and with p-
Pb at √sNN=5 TeV. 
The data of EM components (photon and neutral 
pions) at the forward region at p-p collisions 
seems to be reproduced by EPOS model well 
however Neutron data was well consistent with 
the prediction of QGSJET II-03.  
LHCf measured the nuclear factor of 0.1 at for 
forward neutral pions. The small factor is well 
reproduced by the interaction models.
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Energy Scan at LHC and RHIC

@
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Comparison of  
π0 spectra  

at 0.5TeV and 7TeV  
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P.

Photons at 900GeV p-p

23

XF spectra : 900 GeV data vs. 7 TeV data

Pre
lim
ina
ry

Note : No systematic error is considered in  
 both collision energies yet.  21% of the 
luminosity determination error allows vertical 
shift.

Coverage of 900GeV and 7TeV  
results in Feynman-X  and PT 

Good agreement of XF spectrum 
shape between 900 GeV and 7TeV. 
èweak dependence of <pT> on ECMS
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Diffraction @ CR-AS

Colin Baus 11/42

Diffraction in Air Showers

Phys.Rev. D70 (2004) 114034

C.Baus @ Seminar in Nagoya 

N_Charged (EM) N_Muon
Small difference ΔXmax~ 2% Large difference of flux　~15%

Colin Baus 12/42

Diffraction in Air Showers

Phys.Rev. D70 (2004) 114034

 Tested influence of diffractive events on air shower observables

 Cross section fraction differs largely in models (~10^11eV → 10^20eV)

– Sibyll: 12% → 1%

– QGSJet 13% → 16%

– DPMJet 1% → 5% (but rising at mid energies)

 It was found that:

Xmax influenced only slightly (2%)

Muon number is stronger influenced

– With diffraction: Less multiplicity of secondaries → less pions → less 
muons

– Also the position of maximum shifts



η

∞

8.5
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LHCf can measure

Energy	  spectra	  and	   
Transverse	  momentum	  distbution	  of	  

 Multiplicity@14TeV	   Energy	  Flux	  @14TeV

Low multiplicity !! High energy flux !! 

simulated by DPMJET3

•	  Gamma-‐rays	  (E>100GeV,dE/E<5%) 
•	  Neutral	  Hadrons	  (E>a	  few	  100	  GeV,	  dE/E~30%) 
•	  π0	  (E>600GeV,	  dE/E<3%)

at	  pseudo-‐rapidity	  range	  >8.4

Front view of calorimeters  
@ 100µrad crossing angle

beam pipe shadow


