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FTK in Phase-I, speed up for Phase-II



Å A  trigger architecture with L1 tracker trigger (L1TT) proposed in the 

ATLAS Phase-II upgrade LoI

Å The baseline requirements 
ī L0 output rate (L0A)  at least 500kHz , L1 output rate (L1A) at  least 200kHz  

ī L0 latency ~ 6 ˃ ǎ, L1 latency ~ 20 ˃ ǎ

Phase-II Trigger Architecture
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Performance Simulation

03/19/2014
3

The expected Level-1 trigger rates at 7 x 1034cm-2s-1

t at 7 x 1034cm-2s-1EM at 4 x 1034cm-2s-1



Double Buffer Implementation
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ÅL0 derandomizationbuffer running at 40MHz
ÅL1 buffer running at L0A rate (500kHz - 1MHz)
ÅRegional Readout Request (R3) at ~10% of L0A (50-100 kHz)
ÅFull detector readout at L1A rate (> 200 kHz)



Latency Estimation
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Latency (˃ ǎ) Cumulative Latency (˃ ǎ)

L0A formation 3.0

RoImapping and transmission to ITK 1.25 4.25

R3 readout from ITK 6.00 10.25

Transmission to L1TT 2.00 12.25

Tracking in L1TT 6.00 18.25

L1A formation with L1MU, L1CALO, L1TT 1.00 19.25

ÅNo L1TT processing needed for some calorimeter and muon TOBs
ÅEnough processing units and queues for the peak rate as well as 

the average rate
ÅComplex deadtimeand rate limits dictated by queues



Å Doable in the latency budget for ITK pixel detector; even 
feasible to read out the full Pixel detector at the L0A rate

Å Challenging for ITK strip tracker, mainly the endcap

Å Different strategies are studied to reduce the traffic

ҍPrioritization on HCC for the R3 data flow wrt the  L1 data

ҍIncreasing HCC FIFO depth to absorb fluctuations and

to fast clear the daisy chain  

ҍIncreasing the number of daisy-chain links

ҍIncreasing the HCC output bandwidth

R3 Readout Scheme
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Å 320Mbps and 4 links to ensure readout 
in 5 ˃ ǎ

Å Mixed configuration possible

160Mbps per hybrid + 2 r/o links to HCC

R3 Latency 

320Mbps per hybrid + 4 r/o links to HCC

160Mbps per hybrid + 4 r/o links to HCC
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L1TT System

Å Processing ITK clusters , finding tracks thus refining objects associated with L0 RoIs

Å A FTK like system but

ҍ A L1 system requiring shorter timing and higher parallelism 

ҍ Using partial event since RoIbased

Å The tight latency

ҍ Input data organized in h-f(RoI)

ҍ Track fitting likely still needed
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FTK-Like Implication

ÅPhase-II LoIlayout
īBarrel: 4 pixel layers, 3 short strip layers and 2 long strip layers
īEndcap: 6 pixel discs and 7 strip discs each side

ÅFTK strategy with current ATLAS Inner Detector
īPIX 3, SCT axial 4, one SCT stereo
īIBL, Other SCT stereo layer extrapolation & 12-layer fit 

Larger throughput
Larger pattern capability & fitting power
Different architecture (layer 
combination, etc)

ÅPhase-II LoIlayout
īPixel: ~434M channels; strip: ~49M channels

ÅCurrent ATLAS ID
īPIX: ~80M channels; SCT: ~6M channels
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Segmentation

Å FTK processing the full event with 64 towers  in parallel

Å L1TT processing RoIdata with towers in size of the RoI
as largest

ҍ Smaller to control the bandwidth per unit

ҍ Larger to increase PT cutoff

ҍ Overlap importance differing

Å A typical RoIcovering 0.3X0.3 of h-f

Å PT cutoff critical to physics

ҍ 0.05X0.05 roughly corresponding to a 4 GeVtrack, full overlap 
to 2 GeV

ҍ 0.05X0.05 segmenting ˒ ōȅ Ϥмнс ŀƴŘ ʹ ōȅ Ϥмлл όмнслл ǘƻǿŜǊǎύ
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