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Inflation and UV Physics

• Almost scale invariant, Gaussian primordial spectrum 
predicted by inflation: good agreement with data.

• Tantalizing upper bound on the inflaton energy density:

WMAP

V ≤ M4
GUT ∼ (1016GeV )4, i.e., H ≤ 1014GeV



Imprints of short distance physics 
[Brandenberger];[Chu,Greene,GS];[Easther, Greene, Kinney, GS];

[Kaloper, Kleban, Lawrence, Shenker, Susskind];[Einhorn, Larsen][Danielsson];
[Goldstein, Lowe];[Burgess, Cline, Holman];[Schalm, GS, van der Schaar], ...

Inflation as a Probe of Short Distance Physics
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Example 1: Eta Problem
• In a wide class of models, the inflaton potential 

takes a peculiar shape:

• Dimension 6, Planck suppressed operators can 
stop inflation:

• A sufficient degree of UV completeness is needed 
to estimate such corrections.
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Example 2: Tensor Modes

• Lyth bound:

• A detection of primordial gravitational wave will 
imply the inflaton rolled over super-Planckian 
distances in field space.

• Naturalness suggests order one corrections to 
inflaton potential, unless UV completion shows 
otherwise.
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Example 3: Non-Gaussianities
• Models of large non-Gaussianities tend to involve 

crucially higher derivative terms.

• Models of this sort have been proposed:

K-inflation

DBI inflation

Ghost inflation

• UV completion is needed to argue why some terms 
suppressed by a high mass scale are present while 
others are absent.

Mukhanov

Silverstein, Tong

Arkani-Hamed, Creminelli, 
Mukohyama,Zaldarriaga

[Chen, Huang, Kachru, GS]



More about Non-Gaussianities
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Non-Gaussianities

• Primordial power spectrum:

〈ζk1
ζk2

〉 ∼ δ3(k1 + k2)
P ζ

k

k3
1

• Non-Gaussianity contains potentially more info because of its shape:

〈ζk1
ζk2

ζk3
〉 = (2π)3δ3(k1 + k2 + k3)F(k1,k2,k3)

• Scaling and symmetries imply that F(k1,k2,k3) is a symmetric, homo-

geneous function of degree −6.

• Primordial non-Gaussianities come from cubic terms of the gauge

invariant perturbations.
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Bispectrum:

Power spectrum:

Bispectrum gives much richer info because of its shape. 

Size of 3-point function:

fNL ∼
Bispectrum

(Power Spectrum)2

Maldacena 02
Acquaviva et al 02

fNL ∼ O (ε)

For slow-roll:



General Results

• General kinetic term:

• Bi-spectrum depends on 5 parameters:

Non-GaussianitiesNon-Gaussianities

• For a general single field Lagrangian:

L(φ, X) where X =
1

2
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Large non-Gaussianities

small       or large

Size, Shape, and Running of Non-Gaussianities

• Size (magnitude) of non-Gaussianities

Large non-Gaussianity Small      or large

! WMAP’s ansatz

! To compare, take equilateral limit in our results:

(Note:                                is defined in Maldacena,02; X.C.,Huang,Kachru,Shiu,06;….;

here we quote in WMAP’s convention.) 
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• The 3-pt function for a general single field inflation to

Final Results (Chen, Huang, Kachru, GS, 06)

• Completely specified by 5 parameters:



Shape of Non-Gaussianities
(Babich, Creminelli, Zaldarriaga, 04; Chen, Huang, Kachru, GS, 06)

Equilateral shape (e.g., DBI)Local shape (Slow-roll)

ε, η, s cs, λ

fNL ∼ O(ε) fNL ∼ O
(
c−2
s

)



Experimental Bound

k3

k2

• Due to the symmetry and scaling property of F(k1,k2,k3), all info
about the shape can be viewed by plotting [Babich, Creminelli, Zaldarriaga]
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• For the WMAP ansatz:

F(k1,k2,k3) ∼ fNL
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|fNL| ≤ 300For non-Gaussianities of the DBI type: 

Interesting constraints on the 4-cycles of Calabi-Yau

Baumann et al

Similar to 
slow-roll shape

Current bound (WMAP5):

Shape of Non-Gaussianities

• The WMAP experimental bound analyze the non-Gaussianities at the

equilateral triangle limit k1 = k2 = k3. The experimental bounds are

slightly different for different shapes of non-Gaussianities. P. Creminelli,

A. Nicolis, L. Senatore, M. Tegmark and M. Zaldarriaga, arXiv:astro-

ph/0509029.

• Due to the symmetry and scaling property of the shape function, all

information about the shape can be viewed by plotting

F(1, k2, k3)k
2
2k2

3

P. Creminelli, arXiv:astro-ph/0306122.

• Due to the symmetry and scaling property of F(k1,k2,k3), all info
about the shape can be viewed by plotting [Babich, Creminelli, Zaldarriaga]
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Scaling and Symmetries: shape can be viewed by 
plotting 
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Future expectation:

|fNL(local)| ≤ 20 (WMAP) |fNL(local)| ≤ 5 (PLANCK)



UV Physics & String Inflation
All these UV questions about inflation boil 
down to a controllable effective theory.

Answers to these questions have important 
observational consequences as well.

In addition to the usual          corrections, 
there is yet another expansion parameter in 
warped compactifications:

Warping ubiquitous in string inflation models: 
important to understand such corrections.

α′ & gs

gsNα′



Warped String Vacua: 
Open String SectorA Gentle Landscape



A Warped Landscape



Dynamics of Warped 
Flux Compactifications

GS, Torroba, Underwood, Douglas



Dynamics of Warped 
Flux Compactifications

GS, Torroba, Underwood, Douglas



Dynamics of Warped 
Flux Compactifications

GS, Torroba, Underwood, Douglas
(STUD)

See also: Douglas & Torroba



Warped Kahler Potential

• The warping corrected Kahler potential for the 
complex moduli sector was conjectured to be:

suggested by the fact that

• For the warped deformed conifold:

K = – log
(∫

e−4AΩ ∧ Ω
)
⇒ Gαβ = − 1

VW

∫
e−4Aχα ∧ χβ

DeWolfe-Giddings

VCY =
∫

d6y
√

g6 → VW =
∫

d6y
√

g̃6e−4A(y)

GSS = −∂S∂SK = 1
VW

[
c log Λ3

0
|S| + c′ (gsNα′)2

|S|4/3

]

Douglas, Shelton, Torroba



Applications of Warped EFT
• Moduli (and hierarchy) stabilization potential:

• Inflation potential, soft SUSY breaking terms, etc
0.5 1 1.5 2

S

0.05

0.1

0.15

0.2

V

Figure 1: Behavior of the potential (4.18), with (full line) and without (dashed
line) warping effects. The point S = 1 is the supersymmetric vacuum, while the
non-supersymmetric critical point is the maximum in the warped potential. The
unwarped potential has a non-supersymmetric minimum at the same S but large
(off-scale) V , separated from the S ∼ 1 region by a 1/ log divergence.

detail, we have to consider what happens for S → 0. In this case, the gs

correction of (4.18) is important, showing that the system becomes unstable.
Clearly, the supergravity solution is singular at S = 0. For which range

of small (but finite) S can we trust the supergravity analysis? To answer this
we need to study the curvature of the background. We consider the ‘near
horizon’ limit τ → 0, where the largest curvatures may be generated; strong
warping implies the boundary condition e−4A(τ) → 0 as τ → ∞, which is
exactly the KS end of the cascade. In this case, the metric for the warped-
deformed conifold

ds2
10 = e2A(τ)ηµνdxµdxν + e−2A(τ) ds2

6

with ds2
6 given in (4.4), becomes

ds2
10 ≈

1

21/3a1/2
0

|S|2/3

α′(gsNβNS)1/2
ηµνdxµdxν+

+
a1/2

0

61/3
α′(gsNβNS)1/2

[dτ 2

2
+ dΩ2

2 + dΩ2
3

]

. (4.19)

Here we used the fact that for τ → 0, the function I(τ) introduced in (4.8)
behaves as I(τ → 0) → a0 ∼ 0.7180 [24]. Furthermore, we included explicitly

19
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 0.2 0.4 0.6 0.8  1.0

φ/φ
μ

V(φ) x 10
12

Figure 2: Inflaton potential V(φ).
Compactification data: n = 8, ωF = 10, N = 32, Qµ = 1.2, B6 = 1.5, B4 = 9, s = 1.1, which

implies φµ = 0.25, W0 = −3.432 × 10−4, D + Dother = 1.2 × 10−8, ω0 ≈ 10.1.

at some distance from the tip. We are confident that this is a minimum and not a saddle

point, because we have explicitly shown in the Appendices that the curvature of the potential
in the angular directions is non-negative. (The curvature is zero along directions protected

by the unbroken SO(3) symmetry of the background, and positive in the other directions.)
Moreover, we have shown that the potential is stable with respect to changes in the Kähler
modulus.

Next, we notice that as we vary s, the metastable minimum grows more shallow, and the

two zeroes of V ′, the local maximum and the local minimum, approach each other. A zero
of V ′′ is trapped in the shrinking range between these two zeroes of V ′. For a critical value

of s, the zero of V ′′ and the two zeroes of V ′ coincide, and the potential has an inflection
point. As s changes further, the potential becomes strictly monotonic.

We therefore find that there exists a range of s for which both the first and second

derivatives of the potential approximately vanish. This is an approximate inflection point.
In the next section we discuss a phenomenological model that captures the essential features
of (3.23) in the vicinity of this inflection point.

anti-D3-brane as well, which is well-known to accomplish the uplifting by itself [16]. If this antibrane is
removed, the structure of the potential changes, and it is not clear from our results so far that a remaining
D3-brane would suffice to uplift to a de Sitter vacuum. We leave this as a promising direction for future
work.

20

V ! |S|4/3|DSW |2

Near the conifold point:

Baumann et al



Issues with Strong Warping
D=10 String Theory

D=10 SUGRA  
with fluxes

D=4 N=1 
SUGRA EFT

Ex: GKP and KKLT
Type IIB String Theory in D=10

Low
Energy Low

Energy

KK
Dimensional 
Reduction

String vacua, inflation, 
de-Sitter, MSSM…

IIB Supergravity in D=10

KK
Dimensional 
Reduction

N=1 SUGRA in D=4



Issues with Strong Warping
D=10 String Theory

D=10 SUGRA  
with fluxes

D=4 N=1 
SUGRA EFT

Low
Energy

KK
Dimensional 
Reduction

String vacua, inflation, 
de-Sitter, MSSM…

Many subtleties with warped KK reduction:

• General KK ansatz (compensators)

• Mixing/sourcing of KK modes with moduli

• Backreaction of moduli on warp factor

• 10D Gauge redundancies

• 10D Constraint equations

In warped backgrounds these issues 
are all highly coupled to each other!



KK Scale in Warped Background
KK modesModuli

Unwarped m
2

z
∼

1

α
′



KK Scale in Warped Background
KK modesModuli

Unwarped

Strong warping
DeWolfe, Giddings;
Giddings, Maharana;
Frey, Maharana;
Burgess, Camara, de 
Alwis, Giddings, 
Maharana, Quevedo, 
Suruliz; ...

m
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z
∼

1

α
′



KK Scale in Warped Background
KK modesModuli

Unwarped

Strong warping

Fields localize to region of strong warping.
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KK modesModuli

Unwarped

Strong warping

Fields localize to region of strong warping.

DeWolfe, Giddings;
Giddings, Maharana;
Frey, Maharana;
Burgess, Camara, de 
Alwis, Giddings, 
Maharana, Quevedo, 
Suruliz; ...

Masses 
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KK Scale in Warped Background
KK modesModuli

Unwarped

Strong warping

Fields localize to region of strong warping.

DeWolfe, Giddings;
Giddings, Maharana;
Frey, Maharana;
Burgess, Camara, de 
Alwis, Giddings, 
Maharana, Quevedo, 
Suruliz; ...

Masses 
redshifted

No mass hierarchy between moduli and KK 
modes for integrating out heavy fields.

m
2

z
∼

1

α
′



Warped Kahler Potential
Previous proposal: (DeWolfe, Giddings)

did not account for all these subtle issues with warping.

Ansatz for fluctuations:

... does not solve 10D EOM!

(DeWolfe, Giddings)

Giddings, Maharana; STUD

More general ansatz does, but extremely messy ...

K = – log
(∫

e−4AΩ ∧ Ω
)
⇒ Gαβ = − 1

VW

∫
e−4Aχα ∧ χβ

here. To cancel them, in principle we have to include additional fields in the
metric [3]:

ds2
10 → ds2

10 + 2∂µ∂νS
αe2AKα(y)dxµdxν + 2e2ABαm(y)∂µS

αdxµdym . (3.3)

From the (µν) Einstein equation, the compensators have to satisfy [3]

∇̃m(Bαm − ∂mKα) = δαe−4A +
1

2
e−4Ag̃mnδαg̃mn . (3.4)

This implies that the vanishing of K and B is not consistent with the trans-
verse gauge δg̃ = 0.

In keeping with our previous approach, we will chose the ‘compensator
gauge’

Kα = Bα = 0 (3.5)

and then take into account that a metric perturbation ∂αg̃mn will have a
nontrivial trace part given by

δαA =
1

8
δαg̃ . (3.6)

A different gauge choice would give a metric (3.3) which is not block diagonal,
obscuring considerably the subsequent analysis.

It is interesting to note that, even if the compensators do not vanish,
integrating on both sides of (3.4) implies that the warped volume, defined as

VW :=

∫
d6y

√
g̃6 e−4A (3.7)

satisfies ∂αVW = 0 as one would naively expect. However, in the next sub-
section it will be shown that ∂α∂β̄VW $= 0.

3.2 Computation of the field space metric

The outcome of the previous subsection is that all the compensators may
be taken to vanish. The only terms contributing to the moduli space metric
then come from taking a metric fluctuation and isolating the quadratic piece
in

∫
R.

The presence of a nontrivial warp factor makes this derivation quite in-
volved. In [2] the authors considered a variation δg̃mn, but set δA = 0 and
ignored the compensator contributions. As we just saw, this is not consis-
tent with the vanishing of the compensators, and we are forced to include

7



Linearized Einstein Equations

and

δRm
n =uIδI

[
R̃m

n + ∇̃2Aδm
n − 8∂nA∂m̃A

]
+ e−2A uI

(
δIAδm

n −
1

2
g̃mkδI g̃kn

)

+
1

2
e−2A uI

{

∇̃m
[
e4A (BIn − ∂nKI)

]
+ ∇̃n

[
e4A

(
Bm̃

I − ∂m̃KI

)]

−
1

2
δm
n ∂p̃e4A (BIp − ∂pKI)

}

−
1

4
δgλ

Kλe−2A

[
∇̃m

(
e4A∂nfK

)
+ ∇̃n

(
e4A∂̃nfK

)
−

1

2
δm
n ∂̃pe4A∂pf

K

]
.

(A.13)

From these, it is easy to deduce the perturbation in the Einstein tensor:

δGµ
ν =δµ

ν uIδI

{
e2A

[
−2∇̃2A + 4(∇̃A)2 −

1

2
R̃

]}
+ e−2A

(
∂µ∂νuI − δµ

ν uI
)
(4δIA −

1

2
δI g̃)

+
(
∂µ∂νuI − δµ

ν uI
)
e2A∇̃p(BIp − ∂pKI)

+ e−2AfKδKG(4)µ
ν −

1

2

(
δKgµ

ν − δµ
ν δKgλ

λ

)
e2A∇̃2fK ,

(A.14)

δGµ
m = δRµ

m =e−2A∂µuI

{

2∂mδIA − 8∂mAδIA −
1

2
∂mδI g̃ + ∂mAδI g̃

− 2∂p̃AδI g̃mp +
1

2
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e4A

(
∇̃pBIm − ∇̃mBIp
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e8ABIm∇̃2e−4A − e4AR̃n

mBIn
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and

δRm
n =uIδI

[
R̃m

n + ∇̃2Aδm
n − 8∂nA∂m̃A

]
+ e−2A uI

(
δIAδm

n −
1

2
g̃mkδI g̃kn

)

+
1

2
e−2A uI

{

∇̃m
[
e4A (BIn − ∂nKI)

]
+ ∇̃n

[
e4A

(
Bm̃

I − ∂m̃KI

)]

−
1

2
δm
n ∂p̃e4A (BIp − ∂pKI)
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−
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4
δgλ

Kλe−2A

[
∇̃m

(
e4A∂nfK

)
+ ∇̃n

(
e4A∂̃nfK

)
−

1

2
δm
n ∂̃pe4A∂pf

K

]
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(A.13)

From these, it is easy to deduce the perturbation in the Einstein tensor:
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2
δI g̃)
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∂µ∂νuI − δµ
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+ δm
n e−2A uI(−2δIA +
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2
δI g̃)
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(
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∇̃m
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e4A (BIn − ∂nKI)

]
+ ∇̃n
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e4A

(
Bm̃
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e2A (BIp − ∂pKI)
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+
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1

2
e−2A

[
∇̃m

(
e4A∂nfK

)
+ ∇̃n

(
e4A∂m̃fK

)]
+ δm

n ∇̃p
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e2A∂pf

K
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−
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δm
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(A.16)

These will be used in the perturbed Einstein equations in section A.5.

A.2. Perturbations of G3

In the warped compactifications of [1], fluctuations of the metric also couple to fluc-

tuations of the three- and five-form NS-NS and Ramond-Ramond fields. We first consider

the three-form case.

With

G3 = F3 − τH3 = dC2 − τdB2 , (A.17)

we find

δG3 = dδC2 − τdδB2 − δτH3, (A.18)

The general form for δC2, δB2 (without exciting “model independent” axions) is then

δC2 = uIδIC2 + duI ∧ TI

δB2 = uIδIB2 + duI ∧ RI ,
(A.19)

where δIC2, δIB2 correspond to the static variations of the potential and TI and RI are

compensators for the three forms. From this we find

δG3 = d
[
uI (δIC2 − dTI)

]
− τd

[
uI (δIB2 − dRI)

]
− δτH3 . (A.20)

The compensators TI , RI are determined by the three-form equations of motion.
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BI , KI , which are determined by the Einstein equations, eq. (A.35) determines the five-

form compensator SI and the perturbation δIα. A useful equation for determining δIα

in the limit when the compensators can be neglected arises from the derivative of (A.35),

which gives

uIδI

(
∇̃2α − 2e−4A∇̃me4A∇̃mα

)
− uIe8A∇̃m

[
e−8A (SIm + KI∂mα)

]

= uIδI

(

ie8A Gmnp∗̃Ḡm̃np

12Imτ
+ 2κ2

10e
2AT3ρ

loc
3

)

.
(A.36)

Energy-momentum tensor

In preparation for solving Einstein’s equations, we need the energy-momentum tensor

for the perturbation (A.28); again, for the solutions of interest, we neglect axionic excita-

tions and set w(2)
I = w(4)

I = S(3)
I = 0. The perturbation in the energy momentum tensor

is given by

δTµ
ν = −δµ

ν
1

4κ2
10

{
uIδI

[
e−6A(∇̃α)2

]
− 2e−6A uISIm∂m̃α − 2 uIKIe

−6A(∇̃α)2
}

,

(A.37)

δTµ
m =

1

2κ2
10

∂µuIe−6A [∂mSIp − ∂pSIm + ∂mαBIp − ∂pαBIm] ∂p̃α , (A.38)

and

δTm
n = −

1

2κ2
10

uIδI

{
e−6A

[
∂nα∂m̃α −

1

2
δm
n (∇̃α)2

]}

+
e−6A

2κ2
10

uI

{
SIn∂m̃α + ∂nαSm̃

I − δm
n SIp∂

p̃α + 2KI

[
∂nα∂m̃α −

1

2
δm
n (∇̃α)2

]}
.

(A.39)

A.4. Perturbations of τ

Before introduction of three-form flux there are also massless perturbations of the

complex field τ , defined in (2.2); introduction of flux then makes these massive. The τ

equation of motion follows from (2.1) and takes the form

∇M∇Mτ =
∂Mτ∂Mτ

iImτ
−

i

12
G3 · G3 . (A.40)

The linearization of this is

e−2A uIδIτ + e2AuI∇̃2δIτ = −
i

6
uIδI

(
e6AG+ ·̃G−)

(A.41)

where G± are defined in eq. (5.33). In the orientifold case where the background τ is

constant, the linearized stress tensor due to τ vanishes.
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Before introduction of three-form flux there are also massless perturbations of the

complex field τ , defined in (2.2); introduction of flux then makes these massive. The τ

equation of motion follows from (2.1) and takes the form
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The linearization of this is
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where G± are defined in eq. (5.33). In the orientifold case where the background τ is
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Gauge Invariance & Compensators
Previous proposal: (DeWolfe, Giddings)

is not diffeomorphism invariant:

This turns out to be equivalent to the failure of 
the metric ansatz in solving the EOM. 

K = – log
(∫

e−4AΩ ∧ Ω
)
⇒ Gαβ = − 1

VW

∫
e−4Aχα ∧ χβ

here. To cancel them, in principle we have to include additional fields in the
metric [3]:

ds2
10 → ds2

10 + 2∂µ∂νS
αe2AKα(y)dxµdxν + 2e2ABαm(y)∂µS

αdxµdym . (3.3)

From the (µν) Einstein equation, the compensators have to satisfy [3]

∇̃m(Bαm − ∂mKα) = δαe−4A +
1

2
e−4Ag̃mnδαg̃mn . (3.4)

This implies that the vanishing of K and B is not consistent with the trans-
verse gauge δg̃ = 0.

In keeping with our previous approach, we will chose the ‘compensator
gauge’

Kα = Bα = 0 (3.5)

and then take into account that a metric perturbation ∂αg̃mn will have a
nontrivial trace part given by

δαA =
1

8
δαg̃ . (3.6)

A different gauge choice would give a metric (3.3) which is not block diagonal,
obscuring considerably the subsequent analysis.

It is interesting to note that, even if the compensators do not vanish,
integrating on both sides of (3.4) implies that the warped volume, defined as

VW :=

∫
d6y

√
g̃6 e−4A (3.7)

satisfies ∂αVW = 0 as one would naively expect. However, in the next sub-
section it will be shown that ∂α∂β̄VW $= 0.

3.2 Computation of the field space metric

The outcome of the previous subsection is that all the compensators may
be taken to vanish. The only terms contributing to the moduli space metric
then come from taking a metric fluctuation and isolating the quadratic piece
in

∫
R.

The presence of a nontrivial warp factor makes this derivation quite in-
volved. In [2] the authors considered a variation δg̃mn, but set δA = 0 and
ignored the compensator contributions. As we just saw, this is not consis-
tent with the vanishing of the compensators, and we are forced to include

7

χ→ χ + dα

Need extra terms proportional to ∂µSα

metric compensators
(Analogously, also

flux compensators)



Compensators in E&M

Consider a U(1) gauge field:

S = −1
4

∫
d10x

√
g10F

MNFMN

and a family of solutions to DMFMN = 0

parametrized by moduli     : AM = (Aµ = 0, Ai(y;u))uI

Promoting                 , the kinetic terms give:uI → uI(x)

on X, parameterized by coordinates uI . For example, if X is a torus, every flat connection
is a solution, and the uI might be the holonomy associated to a basis of H1(X, Z).

We take as the ten-dimensional action

S = . . . − 1

4

∫

d4x
√

g4

∫

d6y
√

g6g
MNgPQFMP FNQ. (3)

Naively we then set Aµ = 0 and write

Fµi = ∂µAi(y; u(x)) − ∂iAµ(y; u(x)) =
∂Ai

∂uI
∂µu

I ,

and substitute this into the action, to obtain Eq. (2) with

GIJ =

∫

d6y
√

g6g
ij ∂Ai

∂uI

∂Aj

∂uJ
. (4)

However, on reflection, there must be a subtlety in this procedure. In defining our moduli
space of solutions Ai(y; u), nowhere did we specify a gauge for Ai. Two solutions which are
related by gauge transformations on X,

δAi = ∂iε,

are equally good from the point of view of X. On the other hand, the expression Eq. (4)
is not gauge invariant, so the kinetic terms will depend on which of the gauge equivalent
solutions we take. Since Eq. (3) was gauge invariant in ten dimensions, we must have made
an error.

The error was the assumption that Aµ = 0 for all of these solutions. Let us look at the
ten dimensional equations of motion. These can be written as

0 = DµFµν + DiFiν ; 0 = DµFµj + DiFij. (5)

We substitute the ansatz Ai(y; u(x)) and require that there is no four-dimensional gauge
field, Fµν = 0. This sets

Aµ(x, y) = Ω(y)∂µf(x)

where Ω(y) and f(x) are still undetermined functions.
To find Aµ, we use the first equation of motion, which becomes 0 = ∂iFiν , i.e.

∂i∂νAi = ∂i∂iAν . (6)

In general, the left hand side is nonzero, so we will have Aν #= 0. However a simple way to
make the left hand side zero is to require

0 = ∂i ∂Ai

∂uI
, (7)

4

GIJ =
∫

d6y
√

g6g
ij ∂Ai

∂ui

∂Aj

∂uJ

not gauge invariant under δAi = ∂iε
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on X, parameterized by coordinates uI . For example, if X is a torus, every flat connection
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space of solutions Ai(y; u), nowhere did we specify a gauge for Ai. Two solutions which are
related by gauge transformations on X,

δAi = ∂iε,

are equally good from the point of view of X. On the other hand, the expression Eq. (4)
is not gauge invariant, so the kinetic terms will depend on which of the gauge equivalent
solutions we take. Since Eq. (3) was gauge invariant in ten dimensions, we must have made
an error.

The error was the assumption that Aµ = 0 for all of these solutions. Let us look at the
ten dimensional equations of motion. These can be written as

0 = DµFµν + DiFiν ; 0 = DµFµj + DiFij. (5)

We substitute the ansatz Ai(y; u(x)) and require that there is no four-dimensional gauge
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To find Aµ, we use the first equation of motion, which becomes 0 = ∂iFiν , i.e.

∂i∂νAi = ∂i∂iAν . (6)

In general, the left hand side is nonzero, so we will have Aν #= 0. However a simple way to
make the left hand side zero is to require

0 = ∂i ∂Ai

∂uI
, (7)

4

The error is in assuming that: Aµ = 0

still holds for time-dependent moduli. 

This is incorrect because the 10D EOM:

DMFMµ = 0⇒ ∂µ∂iAi = ∂i∂iAµ

∂µAi != 0 , Aµ = 0cannot be solved by:

Instead, the time-dependence forces a non-zero:

Aµ = ΩI∂µuI , ∂i∂iΩI = ∂i Ai

∂uI

ΩI : compensator field



Compensators in E&M

on X, parameterized by coordinates uI . For example, if X is a torus, every flat connection
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Constraint equations:
no second order 
time derivatives



Compensators in E&M
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are equally good from the point of view of X. On the other hand, the expression Eq. (4)
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4

Effect of compensator on dimensionally reduced action:

∂Ai

∂uI
→ δIAi ≡

∂Ai

∂uI
− ∂iΩI so that ∂i(δIAi) = 0

The field space metric is simply:

GIJ =
∫

d6y
√

g6 gijδIAiδJAj

Compensator puts         back into harmonic gauge.δIAi

Natural mathematical definition (Singer): fluctuation 
orthogonal to gauge transformation, w.r.t δIAi GIJ



Warped Compactifications

on X, parameterized by coordinates uI . For example, if X is a torus, every flat connection
is a solution, and the uI might be the holonomy associated to a basis of H1(X, Z).
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However, on reflection, there must be a subtlety in this procedure. In defining our moduli
space of solutions Ai(y; u), nowhere did we specify a gauge for Ai. Two solutions which are
related by gauge transformations on X,

δAi = ∂iε,

are equally good from the point of view of X. On the other hand, the expression Eq. (4)
is not gauge invariant, so the kinetic terms will depend on which of the gauge equivalent
solutions we take. Since Eq. (3) was gauge invariant in ten dimensions, we must have made
an error.

The error was the assumption that Aµ = 0 for all of these solutions. Let us look at the
ten dimensional equations of motion. These can be written as

0 = DµFµν + DiFiν ; 0 = DµFµj + DiFij. (5)

We substitute the ansatz Ai(y; u(x)) and require that there is no four-dimensional gauge
field, Fµν = 0. This sets

Aµ(x, y) = Ω(y)∂µf(x)

where Ω(y) and f(x) are still undetermined functions.
To find Aµ, we use the first equation of motion, which becomes 0 = ∂iFiν , i.e.

∂i∂νAi = ∂i∂iAν . (6)

In general, the left hand side is nonzero, so we will have Aν #= 0. However a simple way to
make the left hand side zero is to require

0 = ∂i ∂Ai

∂uI
, (7)

4

Time-dependence of moduli sources off-diagonal metric:

Compensators put metric back into harmonic gauge.

ds2
10 = e2A(y;u)gµν(x)dxµdxν + BI

j (y)∂µuIdxµdyI + gij(y;u)dyidyj

Hard to generalize YM approach. Two strategies:

• Lagrangian: gauge-fixed metric (        , compensator 
gauge), dimensional reduction with 10D constraints.

• Hamiltonian: gauge invariant metric, compensators 
as Lagrange multipliers enforcing 10D constraints.

BI
j = 0



Hamiltonian of GR

on X, parameterized by coordinates uI . For example, if X is a torus, every flat connection
is a solution, and the uI might be the holonomy associated to a basis of H1(X, Z).

We take as the ten-dimensional action

S = . . . − 1

4

∫

d4x
√

g4

∫

d6y
√

g6g
MNgPQFMP FNQ. (3)

Naively we then set Aµ = 0 and write

Fµi = ∂µAi(y; u(x)) − ∂iAµ(y; u(x)) =
∂Ai

∂uI
∂µu

I ,

and substitute this into the action, to obtain Eq. (2) with

GIJ =

∫

d6y
√

g6g
ij ∂Ai

∂uI

∂Aj

∂uJ
. (4)

However, on reflection, there must be a subtlety in this procedure. In defining our moduli
space of solutions Ai(y; u), nowhere did we specify a gauge for Ai. Two solutions which are
related by gauge transformations on X,

δAi = ∂iε,

are equally good from the point of view of X. On the other hand, the expression Eq. (4)
is not gauge invariant, so the kinetic terms will depend on which of the gauge equivalent
solutions we take. Since Eq. (3) was gauge invariant in ten dimensions, we must have made
an error.

The error was the assumption that Aµ = 0 for all of these solutions. Let us look at the
ten dimensional equations of motion. These can be written as

0 = DµFµν + DiFiν ; 0 = DµFµj + DiFij. (5)

We substitute the ansatz Ai(y; u(x)) and require that there is no four-dimensional gauge
field, Fµν = 0. This sets

Aµ(x, y) = Ω(y)∂µf(x)

where Ω(y) and f(x) are still undetermined functions.
To find Aµ, we use the first equation of motion, which becomes 0 = ∂iFiν , i.e.

∂i∂νAi = ∂i∂iAν . (6)

In general, the left hand side is nonzero, so we will have Aν #= 0. However a simple way to
make the left hand side zero is to require

0 = ∂i ∂Ai

∂uI
, (7)

4

Split metric into:

Warp effects in EFT
Formulating the problem

Hamiltonian approach
Application to warped compactifications

Kähler metric in the deformed conifold

Hamiltonian of GR
Kinetic terms

Review – Hamiltonian of GR

√
splitting gMN :


hMN space-like piece
ηN tangential shift

√
extrinsic curvature KMN =

1
2

(gtt)1/2`
ḣMN−∇M ηN−∇N ηM

´

√
canonical momentum πMN =

∂LEH

∂ḣMN
= h1/2 `

KMN−hMN K
´

√
HG =

√
−gD

(
−R(D−1)+h−1πMNπMN−

1
D − 2

h−1π2
)
−2 ηN∇M(πMN)

√
ηN are Lagrange multipliers enforcing ∇M(πMN) = 0

Σt+δt

Σt , hMN(t)ηN

nN
tN

1

Gonzalo Torroba Kinetic terms in warped compactifications

space-like piece

tangential shift

hMN

ηN

Extrinsic curvature:

Canonical momentum:

KMN =
1
2
(gtt)1/2

(
ḣMN −∇MηN −∇NηM

)

HG =
√
−gD

(
−R(D−1) + h−1πMNπMN −

1
D − 2

h−1π2

)
− 2ηN∇M

(
πMN

)Hamiltonian:

Lagrange multipliers enforcing the constraints:ηN =

∇M

(
πMN

)
= 0

πMN =
∂LEH

∂ḣMN

= h1/2 (KMN − hMNK)



Kinetic Terms

on X, parameterized by coordinates uI . For example, if X is a torus, every flat connection
is a solution, and the uI might be the holonomy associated to a basis of H1(X, Z).

We take as the ten-dimensional action

S = . . . − 1

4

∫

d4x
√

g4

∫

d6y
√

g6g
MNgPQFMP FNQ. (3)

Naively we then set Aµ = 0 and write

Fµi = ∂µAi(y; u(x)) − ∂iAµ(y; u(x)) =
∂Ai

∂uI
∂µu

I ,

and substitute this into the action, to obtain Eq. (2) with

GIJ =

∫

d6y
√

g6g
ij ∂Ai

∂uI

∂Aj

∂uJ
. (4)

However, on reflection, there must be a subtlety in this procedure. In defining our moduli
space of solutions Ai(y; u), nowhere did we specify a gauge for Ai. Two solutions which are
related by gauge transformations on X,

δAi = ∂iε,

are equally good from the point of view of X. On the other hand, the expression Eq. (4)
is not gauge invariant, so the kinetic terms will depend on which of the gauge equivalent
solutions we take. Since Eq. (3) was gauge invariant in ten dimensions, we must have made
an error.

The error was the assumption that Aµ = 0 for all of these solutions. Let us look at the
ten dimensional equations of motion. These can be written as

0 = DµFµν + DiFiν ; 0 = DµFµj + DiFij. (5)

We substitute the ansatz Ai(y; u(x)) and require that there is no four-dimensional gauge
field, Fµν = 0. This sets

Aµ(x, y) = Ω(y)∂µf(x)

where Ω(y) and f(x) are still undetermined functions.
To find Aµ, we use the first equation of motion, which becomes 0 = ∂iFiν , i.e.

∂i∂νAi = ∂i∂iAν . (6)

In general, the left hand side is nonzero, so we will have Aν #= 0. However a simple way to
make the left hand side zero is to require

0 = ∂i ∂Ai

∂uI
, (7)

4

Here, time-dependence of         only implicit throughhMN uI(x)

Computing the shift vectors: ηi = Bi
I u̇

I

Therefore, compensators  = Lagrange multipliers of HG!

The dynamical variables of H define the metric fluctuations:

KMN ∼ u̇IδIhMN ≡ u̇I ∂hMN

∂uI
−∇MηN −∇NηM

πMN ∼ u̇IδIhMN ≡ u̇I (δIhMN − hMNδIh)

Only effect of compensators is to shift

(“physical” variation) & enforce constraints:

∂IhMN → δIhMN

∇M
(
δIhMN

)
= 0



Kinetic Terms
Kinetic term of Hamiltonian:

The constraints: ∇M
(
δIhMN

)
= 0

imply that physical fluctuations are orthogonal
to gauge transformations:

Hkin(∇ε, δh) = 0

Hkin(u̇, u̇) = GIJ(u)u̇I u̇J

Equivalently: the constraints minimize        over each
gauge orbit.   

GIJ

GIJ(u) =
∫

dD−1x
√
−gD gttδIh

MNδJhMN



Applications: Warped Compactifications
Conformal Calabi-Yau background:

Constraint equations:

ds2
10 = e2A(y;u)ηµνdxµdxν + e−2A(y;u)g̃mn(y;u)dymdyn

Warped moduli space metric:

GIJ(u) =
1

4VW

∫
d6y

√
g̃6 e−4Ag̃ikg̃jlδI g̃ijδJ g̃kl



Properties of Moduli Space Metric

Metric fluctuations are orthogonal to gauge 
transformation w.r.t. 

Warp factor appears in inner product. Metric 
fluctuations no longer in harmonic gauge.

Expression differs from the conjectured form:

    are harmonic forms of the underlying CY.

GIJ .

χα

Gαβ = − 1
VW

∫
e−4Aχα ∧ χβ



Warped Deformed Conifold

• Compute the field space metric for the 
complex moduli S in the deformed conifold

• Klebanov-Strassler solution:

• Note 6D metric independent of S, which 
only enters the 4D redshift factor.

+ K(τ) cosh2
(τ

2

) (
(g3)2 + (g4)2

)
+ K(τ) sinh2

(τ

2

) (
(g1)2 + (g2)2

)]

ds2
10 =

|S|2/3

(gsNα′)
I(τ)−1/2ηµνdxµdxν + (gsNα′) I(τ)1/2

[
1

3K(τ
)2

(
dτ2 + (g5)2

)

e−4A(τ) =
(gsNα′)2

|S|4/3
I(τ)where



Warped Deformed Conifold

• Internal metric fluctuations are completely 
determined by compensators!

• The field space metric then becomes:

• Solving compensator equations near IR end:

δSgij = −∇iηj −∇jηi

GSS =
k

VW

(gsNα′)2

|S|4/3

GSS = − 1
2VW

(∫ ∏

i

gi

)
√

g6 e2AηiδSgiτ |τ=τΛ
τ=0

Same qualitative feature
as DG, but differs by 
order one coefficient.



Warped EFT: Summary

Many subtle issues need to be taken into account for 
strong warping - all important and coupled.

Calculate warping and KK corrections to 4D EFT, Kahler 
potential differs from previous proposals.

Future direction: universal Kahler modulus in strong 
warping. Important for many phenomenological & 
cosmological applications.



D7-branes
Moduli Stabilization

Vacuum energy uplifting

Brane Inflation: 

Brane-antibrane

D3-D7

• Multi-field effects

• SUSY D7 in warped deformed conifold
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