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Heavy Quarkonium

• Heavy Quarkonium Spectroscopy:   
present experimental focus is studying what might not 
be quarkonium (tetraquarks, molecules, hybrids, …)	



• study spectrum via e+e- collisions and B decay	



• very little recent experimental work on 
conventional quarkonium and transitions	



• Heavy Quarkonium Production:   
a laboratory for testing QCD calculations that is now 
moving into the LHC era	



• total cross section in hadron collisions	



• polarization measurements	



• Active field:  many players with diverse goals and 
experimental approaches	



• my apologies in advance if your favorite result 
doesn’t receive proper attention!
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Discovery of Χb(3P) Multiplet

• Production in pp collisions	



• Observed in radiative transitions to the 
Υ(1S) and Υ(2S)	



• Unable to resolve individual J=0,1,2 states	



• Discovered by ATLAS and confirmed by D0
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the transition radiation tracker, the transition radiation
should be consistent with an electron hypothesis. In order
to be reliably reconstructed, each conversion electron track
must have a minimum transverse momentum of 500 MeV.
It is also required to have at least four silicon detector hits
and not to be associated to either of the two muon candi-
dates. To reduce background contamination, the conver-
sion candidate vertex is required to be at least 40 mm from
the beam axis and have a vertex !2 probability of greater
than 0.01. The converted photon impact parameter with
respect to the dimuon vertex is required to be less than
2 mm.

Electromagnetic calorimeter energy deposits not
matched to any track are classified as unconverted photons.
This analysis uses the ‘‘loose’’ photon selection described
in Ref. [7], with a minimum photon transverse energy of
2.5 GeV. The loose photon selection includes a limit on the
fraction of the energy deposit in the hadronic calorimeter
as well as a requirement that the transverse width of the
shower be consistent with the narrow shape expected for an
electromagnetic shower.

To check that an unconverted photon originates from the
same vertex as the !, and to improve the mass resolution
of the reconstructed !b, the polar angle of the photon is
corrected using the procedure described in Ref. [8]. The
corrected polar angle is determined using the measurement
of the photon direction from the longitudinal segmentation
of the calorimeter and the constraint from the dimuon
vertex position. Photons incompatible with having origi-
nated from the dimuon vertex are rejected by means of a
loose cut on the fit result (!2 per d.o.f. <200).

The converted (unconverted) photon candidates are re-
quired to be within j"j< 2:30 (2.37). Unconverted photons
must also be outside the transition region between the
barrel and the end cap calorimeters, 1:37< j"j< 1:52.

The !b candidates are formed by associating a recon-
structed ! ! #þ#" candidate with a reconstructed

photon. The invariant mass difference "m¼
mð#þ#"$Þ"mð#þ#"Þ is calculated to minimize the
effect of! ! #þ#" mass resolution. In order to compare
the "m distributions of both !bðnPÞ ! !ð1SÞ$ and
!bðnPÞ ! !ð2SÞ$ decays, the variable ~mk ¼ "mþ
m!ðkSÞ is defined, where m!ðkSÞ are the world average
masses [9] of the !ðkSÞ states. Requirements of
pTð#þ#"Þ> 20 GeV and pTð#þ#"Þ> 12 GeV are ap-
plied to ! candidates with unconverted and converted
photon candidates, respectively. These thresholds are
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FIG. 1 (color online). The invariant mass of selected dimuon
candidates. The shaded regions A and B show the selections for
!ð1SÞ and !ð2SÞ candidates, respectively.
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FIG. 2 (color online). (a) The mass distribution of !b !
!ð1SÞ$ candidates for unconverted photons reconstructed from
energy deposits in the electromagnetic calorimeter (!2

fit=d:o:f: ¼
0:85). (b) The mass distributions of !b ! !ðkSÞ$ (k ¼ 1, 2)
candidates formed using photons which have converted and been
reconstructed in the ID (!2

fit=d:o:f: ¼ 1:3). Data are shown
before the correction for the energy loss from the photon
conversion electrons due to bremsstrahlung and other processes.
The data for decays of !b ! !ð1SÞ$ and !b ! !ð2SÞ$ are
plotted using circles and triangles, respectively. Solid lines
represent the total fit result for each mass window. The dashed
lines represent the background components only.
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FIG. 3: Mass difference Mµµγ − Mµµ for events passing all selection criteria. The curve shows the mass difference for the
background model which combines Υ(1S) and γ candidates from different events, normalized to the number of data events
above 1.2 GeV/c2. The hatched area shows the distribution obtained by repeating the event selection using muons with the
same charge instead of those of opposite charge.

sured values ∆Mχb(1P ) = 0.418 ± 0.005 GeV/c2 and
∆Mχb(2P ) = 0.760± 0.014 GeV/c2 are shifted from their
true values due to energy loss of the electron/positrons.
A scale factor of 0.96± 0.01 is determined by comparing
these measurements to their world average values assum-
ing an equal mixture of J = 1 and J = 2 components
for each χb state (the J = 0 components are suppressed
in this decay mode) [10]. The measured masses of the
χc states and the π0 detected using photon conversions
have a shift consistent with this scale factor.
The shape of the background distribution is deter-

mined from the data by combining Υ(1S) and photon
candidates from different events. As seen in Fig. 3, this
mixed event background model describes the data for
a wide range of ∆M outside the region of interest. We
also study the ∆M distributions for events with dimuons
in the Υ(1S) mass sideband regions and for events with
dimuons with the same charge in the Υ(1S) mass region.
The resulting ∆M distributions for these selections show
no peaking structure and have shapes similar to that of
the mixed-event background model.
The mass distribution M = Mµµγ − Mµµ +

mΥ(1S), where mΥ(1S) is the world average value 9.4603
GeV/c2 [10], is shown in Fig. 4 along with the results
of an unbinned maximum likelihood fit with three sig-
nal peaks and a background shape determined from the
mixed event model. Crystal Ball functions [11] are used
to describe the signal mass shapes to take into account
the radiative tails due to bremsstrahlung. We use single
Crystal Ball functions to describe the mass of the χb(1P )
and χb(2P ) systems and that of the new state. The cen-
ter for each χb mass function is fixed to its world average
value corrected by the electron/positron energy loss scale
factor. The widths of the signal functions are described
by a single parameter scaled by the mass of each state,
and the lengths of the radiative tails are the same for
all three states. These constraints, determined from the
data without consideration of the new structure, have
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FIG. 4: The distribution of M = Mµµγ − Mµµ + mΥ(1S) fit
with three signal functions and the mixed event background.

also been verified using Monte Carlo simulations. The
widths of all three peaks obtained in the fit are com-
patible with the D0 detector’s resolution. The fit yields
65 ± 11 events above background corresponding to the
new state. A similarly good fit is also obtained by using
an exponential function multiplied by a low-mass turn
on curve to describe the background. The shape of the
resulting background agrees well with that of the mixed-
event model.
A significance of more than six standard deviations

is determined from the difference in the log likelihood
of the fits with and without the new state’s contribu-

D0 Collaboration, PRD 86, 031103 (2012)
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Z(4020)±• Populate vector mesons directly	



• vector states are well 
studied	



• Look for transitions to other 
states in the spectrum	



• The attempt to study the 
unusual Y(4260) led to 
discovery of charged Z 
structures
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Charmonium from 
e+e- Collisions

Quark Model Prediction:   
Barnes et al., PRD 72, 054026 (2005)	



(approximate — not all XYZ candidates shown!)
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Y(4260) and Y(4360)

• Discovery in ISR by BaBar and Belle	



• No clear assignment in quark 
models	



• Strongly suppressed open charm 
decay modes	



• Nature?  Motivates study at BESIII
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Belle Collaboration, PRL 110, 252002 (2013)
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BaBar Collaboration, PRL 98, 212001 (2007)	


Belle Collaboration, PRL 99, 142002 (2007)

B(Y (4260) ! DD̄)

B(Y (4260) ! ⇡⇡J/ )
< 4

CLEO Collaboration, PRD 80, 072001 (2009)

compare with ≈500 for ψ(3770)
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a mass difference of 2:1 MeV=c2, a width difference of
3.7 MeV, and production ratio difference of 2.6% absolute.
Assuming the Zcð3900Þ couples strongly with D !D# results
in an energy dependence of the total width [22], and the fit
yields a difference of 2:1 MeV=c2 for mass, 15.4 MeV for
width, and no change for the production ratio. We estimate
the uncertainty due to the background shape by changing to
a third-order polynomial or a phase space shape, varying
the fit range, and varying the requirements on the !2 of the
kinematic fit. We find differences of 3:5 MeV=c2 for mass,
12.1 MeV for width, and 7.1% absolute for the production
ratio. Uncertainties due to the mass resolution are esti-
mated by increasing the resolution determined by MC
simulations by 16%, which is the difference between the
MC simulated and measured mass resolutions of the J=c
and D0 signals. We find the difference is 1.0 MeV in the
width, and 0.2% absolute in the production ratio, which are
taken as the systematic errors. Assuming all the sources of
systematic uncertainty are independent, the total system-
atic error is 4:9 MeV=c2 for mass, 20 MeV for width and
7.5% for the production ratio.

In Summary, we have studied eþe% ! "þ"%J=c at a
c.m. energy of 4.26 GeV. The cross section is measured to
be ð62:9& 1:9& 3:7Þ pb, which agrees with the existing
results from the BABAR [5], Belle [3], and CLEO [4]
experiments. In addition, a structure with a mass of
ð3899:0& 3:6& 4:9Þ MeV=c2 and a width of ð46& 10&
20Þ MeV is observed in the "&J=c mass spectrum. This
structure couples to charmonium and has an electric
charge, which is suggestive of a state containing more
quarks than just a charm and anticharm quark. Similar
studies were performed in B decays, with unconfirmed
structures reported in the "&c ð3686Þ and "&!c1 systems
[23–26]. It is also noted that model-dependent calculations
exist that attempt to explain the charged bottomonium-
like structures which may also apply to the charmonium-
like structures, and there were model predictions of

charmoniumlike structures near the D !D# and D# !D#

thresholds [27].
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In summary, the cross section of eþe" ! !þ!"J=c is
measured from 3.8 to 5.5 GeV. The Yð4260Þ resonance is
observed and its resonant parameters are determined. In
addition, the Yð4008Þ state is confirmed. The intermediate
states in Yð4260Þ ! !þ!"J=c decays are also investi-
gated. A Zð3900Þ% state with a mass of ð3894:5% 6:6%
4:5Þ MeV=c2 and a width of ð63% 24% 26Þ MeV=c2 is
observed in the !%J=c mass spectrum with a statistical
significance larger than 5:2". This state is close to theD !D&

mass threshold; however, no enhancement is observed near
the D& !D& mass threshold. As the Zð3900Þ% state has a
strong coupling to charmonium and is charged, we con-
clude it cannot be a conventional c !c state.
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Note added.—Recently, we became aware of a Letter
from the BESIII Collaboration [23] that also reports on the
Zð3900Þ% at the same time.
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• Narrow (≈50 MeV) and charged	



• Not conventional charmonium	



• Evidence of neutral partner  
[T. Xiao et al., PLB 727, 366 (2013)]

Study:	


e+e-→π+π-J/ψ
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Z(4020)± → π±hc

• No Y(4260)-like peaking structure in π+π-
hc cross section, 

which is comparable to peak σ(π+π-
J/ψ)	



• Very narrow charged π±
hc structure	



• Evidence for neutral partner  
(see W.M. Song’s talk Parallel III:C3)
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Study:	


e+e-→π+π-hc

Gaussian with a mass resolution determined from the data
directly. Assuming the spin parity of the Zcð4020Þ JP ¼
1þ, a phase space factor pq3 is considered in the partial
width, where p is the Zcð4020Þ momentum in the eþe%

c.m. frame and q is the hc momentum in the Zcð4020Þ c.m.
frame. The background shape is parametrized as an
ARGUS function [18]. The efficiency curve is considered
in the fit, but possible interferences between the signal and
background are neglected. Figure 4 shows the fit results;
the fit yields a mass of ð4022:9& 0:8Þ MeV=c2 and a width
of ð7:9& 2:7Þ MeV. The goodness of fit is found to be
!2=n:d:f: ¼ 27:3=32 ¼ 0:85 by projecting the events into

a histogram with 46 bins. The statistical significance of the
Zcð4020Þ signal is calculated by comparing the fit like-
lihoods with and without the signal. Besides the nominal
fit, the fit is also performed by changing the fit range, the
signal shape, or the background shape. In all cases, the
significance is found to be greater than 8:9".
The numbers of Zcð4020Þ events are determined to be

N½Zcð4020Þ&( ¼ 114& 25, 72& 17, and 67& 15 at 4.23,
4.26, and 4.36 GeV, respectively. The cross sections are
calculated to be"½eþe% ! #&Zcð4020Þ) ! #þ#%hc( ¼
ð8:7& 1:9& 2:8& 1:4Þ pb at 4.23 GeV, ð7:4&1:7&2:1&
1:2Þ pb at 4.26 GeV, and ð10:3& 2:3& 3:1& 1:6Þ pb at
4.36 GeV, where the first errors are statistical, the second
ones systematic (described in detail below), and the third
ones from the uncertainty in Bðhc ! $%cÞ [14]. The
Zcð4020Þ production rate is uniform at these three energy
points.
Adding a Zcð3900Þ with the mass and width fixed to the

BESIII measurement [1] in the fit results in a statistical
significance of 2:1" (see the inset in Fig. 4). We set upper
limits on the production cross sections as "½eþe% !
#&Zcð3900Þ) ! #þ#%hc(< 13 pb at 4.23 GeV and
<11 pb at 4.26 GeV, at the 90% confidence level (C.L.).
The probability density function from the fit is smeared by
a Gaussian function with a standard deviation of "sys to

include the systematic error effect, where "sys is the rela-

tive systematic error in the cross section measurement
described below. We do not fit the 4.36 GeV data, as the
Zcð3900Þ signal overlaps with the reflection of the
Zcð4020Þ signal.
The systematic errors for the resonance parameters of

the Zcð4020Þ come from the mass calibration, parametri-
zation of the signal and background shapes, possible exis-
tence of the Zcð3900Þ and interference with it, fitting range,
efficiency curve, and mass resolution. The uncertainty
from the mass calibration is estimated by using the differ-
ence between the measured and known hc masses and D0

masses (reconstructed from K%#þ). The differences are
(2:1& 0:4) and %ð0:7& 0:2Þ MeV=c2, respectively. Since
our signal topology has one low momentum pion and many
tracks from the hc decay, we assume these differences
added in quadrature, 2:6 MeV=c2, is the systematic error
due to the mass calibration. Spin parity conservation for-
bids a zero spin for the Zcð4020Þ, and, assuming that
contributions from D wave or higher are negligible, the
only alternative is JP ¼ 1% for the Zcð4020Þ. A fit under
this scenario yields a mass difference of 0:2 MeV=c2 and a
width difference of 0.8 MeV. The uncertainty due to the
background shape is determined by changing to a second-
order polynomial and by varying the fit range. A difference
of 0:1 MeV=c2 for the mass is found from the former, and
differences of 0:2 MeV=c2 for mass and 1.1MeV for width
are found from the latter. Uncertainties due to the mass
resolution are estimated by varying the resolution differ-
ence between the data and MC simulation by one standard
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FIG. 3 (color online). M#&hc distribution of e
þe% ! #þ#%hc

candidate events in the hc signal region (dots with error bars) and
the normalized hc sideband region (shaded histogram), summed
over data at all energy points.
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FIG. 4 (color online). Sum of the simultaneous fits to the
M#&hc distributions at 4.23, 4.26, and 4.36 GeV as described in

the text; the inset shows the sum of the simultaneous fit to the
M#þhc distributions at 4.23 and 4.26 GeV with Zcð3900Þ and

Zcð4020Þ. Dots with error bars are data; shaded histograms are
the normalized sideband background; the solid curves show the
total fit, and the dotted curves the backgrounds from the fit.
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Couplings to Open Charm?
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BESIII Collaboration, PRL 112, 132001 (2014)
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FIG. 4. Unbinned maximum likelihood fit to the π− recoil
mass spectrum in data. See the text for a detailed description
of the various components that are used in the fit. The scale
of the D∗D∗∗ shape is arbitrary.

p · q
∣

∣

∣
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M2 −m2 + imΓ/c2

∣

∣

∣

2
· p · q. (1)

Here, M is the reconstructed mass; m is the resonance
mass; Γ is the width; p(q) is the D∗+(π−) momentum in
the rest frame of the D∗+D̄∗0 system (the initial e+e−

system).
The signal yield of the Z+

c (4025) is estimated by an
unbinned maximum likelihood fit to the spectrum of
RM(π−). The fit results are shown in Fig. 4. Possible
interference between the Z+

c (4025) signals and the PHSP
processes is neglected. The Z+

c (4025) signal shape is tak-
en as an efficiency-weighted BW shape convoluted with a
detector resolution function, which is obtained from MC
simulation. The detector resolution is about 2MeV/c2

and is asymmetric due to the effects of ISR. The shape of
the combinatorial backgrounds is taken from the kernel-
estimate [21] of the WS events and its magnitude is fixed
to the number of the fitted background events within the
signal window in Fig. 3(a). The shape of the PHSP sig-
nal is taken from the MC simulation and its amplitude
is taken as a free parameter in the fit. By using the MC
shape, the smearing due to effects of ISR and the detec-
tor resolution are taken into account. From the fit, the
parameters of m and Γ in Eq. (1) are determined to be

m(Z+
c (4025)) = (4026.3± 2.6)MeV/c2,

Γ(Z+
c (4025)) = (24.8± 5.6)MeV.

A goodness-of-fit test gives a χ2/d.o.f.= 30.4/33 = 0.92.
The Z+

c (4025) signal is observed with a statistical signifi-
cance of 13σ, as determined by the ratio of the maximum
likelihood value and the likelihood value for a fit with a
null-signal hypothesis. When the systematic uncertain-
ties are taken into account, the significance is evaluated
to be 10σ.
The Born cross section is determined from σ =
nsig

L(1+δ)εB , where nsig is the number of observed signal
events, L is the integrated luminosity, ε is the detec-
tion efficiency, 1 + δ is the radiative correction factor

Source m(MeV/c2) Γ(MeV) σtot(%) R(%)
Tracking 4
Particle ID 5
Tagging π0 4
Mass scale 1.8
Signal shape 1.4 7.3 1 5
Backgrounds 1.5 0.6 5 5
Efficiencies 0.9 2.2 1 5
D∗∗ states 2.2 0.7 5 2
Fit range 0.9 0.9 1 1
D∗+D̄∗0π− line shape 4
PHSP model 2 2
Luminosity 1.0
Branching fractions 2.6
total 3.7 7.7 11 9

TABLE I. A summary of the systematic uncertainties on
the measurements of the Z+

c (4025) resonance parameters and
cross sections. We denote σtot = σ(e+e− → (D∗D̄∗)±π∓).
The total systematic uncertainty is taken as the square root
of the quadratic sum of the individual uncertainties.

and B is the branching fraction of D∗+ → D+(π0, γ),
D+ → K−π+π+. From the fit results, we obtain
560.1 ± 30.6 D∗+D̄∗0π− events, among which 400.9 ±
47.3 events are Z+

c (4025) candidates. With the in-
put of the observed center-of-mass energy dependence
of σ(D∗+D̄∗0π−), the radiative correction factor is cal-
culated to second-order in QED [22] to be 0.78 ± 0.03.
The efficiency for the Z+

c (4025) signal process is deter-
mined to be 23.5%, while the efficiency of the PHSP sig-
nal process is 17.4%. The total cross section σ(e+e− →
(D∗D̄∗)∓π±) is measured to be (137± 9) pb, and the ra-

tio R = σ(e+e
−→Z

±
c
(4025)π∓→(D∗

D̄
∗)±π

∓)
σ(e+e−→(D∗D̄∗)±π∓)

is determined to

be 0.65± 0.09.
Sources of systematic error on the measurement of the

Z+
c (4025) resonance parameters and the cross section are

listed in Table I. The main sources of systematic un-
certainties relevant for determining the Z+

c (4025) reso-
nance parameters and the ratio R include the mass scale,
the signal shape, background models and potential D∗∗

backgrounds. We use the process e+e− → D+D̄∗0π−

to study the mass scale of the recoil mass of the low
momentum bachelor π−. By fitting the peak of D̄∗0 in
the D+π− recoil mass spectrum, we obtain a mass of
2008.6 ± 0.1MeV/c2. This deviates from the PDG ref-
erence value by 1.6 ± 0.2MeV/c2. Since the fitted vari-
able RM(D+π−)+M(D+)−m(D+) removes the corre-
lation with M(D+), the shift mostly is due to the mo-
mentum measurement of the bachelor π−. Hence, we
take the mass shift of 1.8MeV/c2 as a systematic un-
certainty on RM(π−) due to the mass scale. If one as-
sumes Z+

c (4025) also decays to other final states such
as π+(ψ(2S), J/ψ, hc), variations of their relative cou-
pling strengths would affect the measurements of the
Z+
c (4025) mass and width. The Flatté formula [23] is

used to take into account possible multiple channels,
and the maximum changes on the mass and the width
are 0.4MeV/c2 and 0.1MeV, respectively. When we as-

π± Recoil Mass [GeV/c2]

Z(4020)±→D*D* ??

�(Zc(4020) ! D⇤D̄⇤)

�(Zc(4020) ! ⇡hc)
= 12± 5

Deviation from phase	


space that can be fit with	


a resonance, if Z(4020):

BESIII Collaboration, PRL 112, 022001 (2013)

Z(3900)±→DD*

�(Zc(3900) ! DD̄⇤)

�(Zc(3900) ! ⇡J/ )
= 6.2± 2.9

Angular analysis establishes JP = 1+	



(the same as S-wave DD*)

Z(4020)±→DD*
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What about Y(4260)?

• Production of Z(3900) correlated with 
decays of Y(4260), inconclusive for Z(4020)	



• σ(π+π-hc) significant: too broad for 
Y(4260) only	



• σ(ωχc0) significant: too narrow for Y(4260)	



• Evidence for e+e-→γX(3872) at 4260 MeV:  
may be a radiative transition of Y(4260)?  
[BESIII, PRL 112, 092001 (2014)]	



• X(3872) is 1+ with radiative transitions 
consistent with mixture of χc1(2P) and 
bound DD*  
[LHCb, PRL 110, 222001 (2013);  
LHCb, NP B886, 665 (2014)]
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Parallels to Bottomonium
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• significant σ(ππΥ) and σ(ππhb) in e+e- 
collisions at 10.865 GeV	



• “Υ(5S)”→ππΥ(nS) partial width two 
orders of magnitude greater than other Υ 
states	



• σ(ππhb) ≈ σ(ππΥ) at 10.865 GeV	



• Z(10610)± just above BB* threshold	



• Z(10650)± just above B*B* threshold

• peaking σ(ππJ/ψ) in e+e- collisions: 
Y(4260); significant σ(ππhc)	



• Y(4260) decay to  ππJ/ψ enhanced with 
respect to open charm when compared 
to other ψ states	



• σ(ππhc) ≈ σ(ππJ/ψ) at 4.2 - 4.4 GeV	



• Z(3900)± just above DD* threshold	



• Z(4020)± just above D*D* threshold

Bottomonium Charmonium

Similar spectra of exotic “quarkonia” or 
similar heavy flavor meson dynamics?

Belle Collaboration, PRL 108, 122001 (2012)
Belle Collaboration, PRL 108, 032001 (2012)
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Charmonium  
in B Decay

• Hadronic decays of the B meson 
(M(B) = 5.27 GeV) can be used to 
study the charmonium spectrum	



• useful tool at hadron colliders	



• Recent hot topics:	



• charged states:  Z(4430) and 
Z(4200) in π±ψ(’)	



• narrow neutral state:  X(4140) 
in ΦJ/ψ
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Z(4430)± → ψ’π±

• Examine ψ’π± produced in B→ψ’Kπ±	



• need to understand Kπ structure	



• Z(4430) reported initially by Belle  
[PRL 100, 142001 (2008)],  
but not confirmed by BaBar  
[PRD 79, 112001 (2009)]	



• Z(4430) recently confirmed with 10x 
more data at LHCb 	



• established JP = 1+	



• not S-wave D*(2007)D1(2420) or 
D*(2007)D2

*(2460)	



• Broad structure:  Γtot ≈ 200 MeV	



• LHCb:  second structure around 4200 
at 6σ; resonant nature inclusive
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K!ð1410Þ and K!ð1680Þ for J ¼ 1; K!
2ð1430Þ for J ¼ 2;

and K!
3ð1780Þ for J ¼ 3. We also include a nonresonant

(NR) J ¼ 0 term in the fits. We fix the masses and widths
of the resonances to the world average values [38], except
for the widths of the two dominant contributions, K!ð892Þ
and K!

2ð1430Þ, and the poorly known K!
0ð800Þ mass and

width, which are allowed to float in the fit with Gaussian
constraints. As an alternative J ¼ 0 model, we use the
LASS parametrization [39,40], in which the NR and
K!

0ð800Þ components are replaced with an elastic scattering
term (two free parameters) interfering with the K!

0ð1430Þ
resonance.
To probe the quality of the likelihood fits, we calculate

a binned χ2 variable using adaptive 4D binning, in which
we split the data once in j cos θψ 0 j, twice in ϕ, and then
repeatedly in m2

Kþπ− and m2
ψ 0π− , preserving any bin content

above 20 events, for a total of Nbin ¼ 768 bins. Simulations
of many pseudoexperiments, each with the same number of
signal and background events as in the data sample, show
that the p value of the χ2 test (pχ2 ) has an approximately
uniform distribution assuming that the number of degrees
of freedom (NDF) equals Nbin − Npar − 1, where Npar is
the number of unconstrained parameters in the fit. Fits with
all K! components and either of the two different J ¼ 0
models do not give a satisfactory description of the data; the
pχ2 is below 2 × 10−6, equivalent to 4.8σ in the Gaussian
distribution. If the K!

3ð1780Þ component is excluded from
the amplitude, the discrepancy increases to 6.3σ.
This is supported by an independent study using the

model-independent approach developed by the BABAR
Collaboration [25,26], which does not constrain the analy-
sis to any combination of knownK! resonances, but merely
restricts their maximal spin. We determine the Legendre
polynomial moments of cos θK! as a function of mKþπ−

from the sideband-subtracted and efficiency-corrected
sample of B0 → ψ 0Kþπ− candidates. Together with the
observed mKþπ− distribution, the moments corresponding
to J ≤ 2 are reflected into the mψ 0π− distribution using
simulations as described in Ref. [25]. As shown in Fig. 1,
the K! reflections do not describe the data in the Zð4430Þ−
region. Since a Zð4430Þ− resonance would contribute to the
cos θK! moments, and also interfere with the K! resonan-
ces, it is not possible to determine the Zð4430Þ− parameters
using this approach. The amplitude fit is used instead, as
discussed below.
If a Zð4430Þ− component with JP ¼ 1þ (hereafter Z−

1 )
is added to the amplitude, the pχ2 reaches 4% when all
the K! → Kþπ− resonances with a pole mass below the
kinematic limit are included. The pχ2 rises to 12% if the
K!ð1680Þ is added (see Fig. 2), but fails to improve when
the K!

3ð1780Þ is also included. Therefore, as in Ref. [28] we
choose to estimate the Z−

1 parameters using the model with
the K!ð1680Þ as the heaviest K! resonance. In Ref. [28]
two independent complex Z−

1 helicity couplings, HZ−

λ0 for
λ0 ¼ 0;þ1 (parity conservation requiresHZ−

−1 ¼ HZ−

þ1), were

allowed to float in the fit. The small energy release in the Z−
1

decay suggests neglecting D-wave decays. A likelihood-
ratio test is used to discriminate between any pair of
amplitude models based on the log-likelihood difference
Δð−2 lnLÞ [41]. The D-wave contribution is found to be
insignificant when allowed in the fit, 1.3σ assumingWilks’s
theorem [42]. Thus, we assume a pure S-wave decay,
implying HZ−

þ1 ¼ HZ−

0 . The significance of the Z−
1 is evalu-

ated from the likelihood ratio of the fits without and with
the Z−

1 component. Since the condition of the likelihood
regularity in Z−

1 mass and width is not satisfied when the
no-Z−

1 hypothesis is imposed, use of Wilks’s theorem is
not justified [43,44]. Therefore, pseudoexperiments are used
to predict the distribution of Δð−2 lnLÞ under the no-Z−

1

hypothesis, which is found to bewell described by a χ2 PDF
with NDF ¼ 7.5. Conservatively, we assume NDF ¼ 8,
twice the number of free parameters in the Z−

1 amplitude.
This yields a Z−

1 significance for the default K! model of
18.7σ. The lowest significance among all the systematic
variations to the model discussed below is 13.9σ.
The default fit gives MZ−

1
¼ 4475& 7 MeV, ΓZ−

1
¼

172& 13 MeV, fZ−
1
¼ð5.9&0.9Þ%, fNR ¼ ð0.3& 0.8Þ%,

fK!
0ð800Þ¼ð3.2&2.2Þ%, fK!ð892Þ¼ð59.1&0.9Þ%,fK!ð1410Þ¼

ð1.7&0.8Þ%, fK!
0ð1430Þ ¼ ð3.6& 1.1Þ%, fK!

2ð1430Þ ¼ ð7.0&
0.4Þ% and fK!ð1680Þ ¼ ð4.0& 1.5Þ%, which are consistent
with the Belle results [28] even without considering sys-
tematic uncertainties. Above, the amplitude fraction of any
component R is defined as fR ¼

R
SRðΦÞdΦ=

R
SðΦÞdΦ,

where in SRðΦÞ all except the R amplitude terms are set to
zero. The sum of all amplitude fractions is not 100% because
of interference effects. To assign systematic errors, we vary
the K! models by removing the K!ð1680Þ or adding the
K!

3ð1780Þ in the amplitude (fK!
3ð1780Þ ¼ ð0.5& 0.2Þ%), use

 [GeV]−π’ψm
3.8 4 4.2 4.4 4.6 4.8E

ff
ic

ie
nc

y 
co

rr
ec

te
d 

yi
el

d 
/ (

 2
5 

M
eV

 )

0

0.01

0.02

0.03

0.04 LHCb

FIG. 1 (color online). Background-subtracted and efficiency-
corrected mψ 0π− distribution (black data points), superimposed
with the reflections of cos θK! moments up to order 4, allowing
for JðK!Þ ≤ 2 (blue line) and their correlated statistical uncer-
tainty (yellow band bounded by blue dashed lines). The dis-
tributions have been normalized to unity.
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positive parity rules out the possibility that the Zð4430Þ−
state is a D̄#ð2007ÞD1ð2420Þ threshold effect as proposed
in Refs. [4,14].
In the amplitude fit, the Z−

1 is represented by a Breit-
Wigner amplitude, where the magnitude and phase vary
with m2

ψ 0π− according to an approximately circular trajec-
tory in the (ReAZ−

, ImAZ−
) plane (Argand diagram [38]),

where AZ−
is the m2

ψ 0π− dependent part of the Z
−
1 amplitude.

We perform an additional fit to the data, in which we
represent the Z−

1 amplitude as the combination of inde-
pendent complex amplitudes at six equidistant points in the
m2

ψ 0π− range covering the Z−
1 peak, 18.0–21.5 GeV2. Thus,

the K# and the Z−
1 components are no longer influenced

in the fit by the assumption of a Breit-Wigner amplitude for
the Z−

1 . The resulting Argand diagram, shown in Fig. 3, is
consistent with a rapid change of the Z−

1 phase when its
magnitude reaches the maximum, a behavior characteristic
of a resonance.
If a second Z− resonance is allowed in the amplitude

with JP ¼ 0− (Z−
0 ) the pχ2 of the fit improves to 26%.

The Z−
0 significance from the Δð−2 lnLÞ is 6σ including

the systematic variations. It peaks at a lower mass
4239% 18þ45

−10 MeV, and has a larger width 220%
47þ108

−74 MeV , with a much smaller fraction, fZ−
0
¼ ð1.6%

0.5þ1.9
−0.4Þ% ðfIZ−

0
¼ ð2.4% 1.1þ1.7

−0.2Þ%Þ than the Z−
1 . With the

defaultK# model, 0− is preferred over 1−, 2−, and 2þ by 8σ.
The preference over 1þ is only 1σ. However, the width
in the 1þ fit becomes implausibly large, 660% 150 MeV.
The Z−

0 has the same mass and width as one of the χc1π−

states reported previously [21], but a 0− state cannot decay
strongly to χc1π−. Figure 4 compares the m2

ψ 0π− projections

of the fits with both Z−
0 and Z−

1 , or the Z
−
1 component only.

The model-independent analysis has a large statistical
uncertainty in the Z−

0 region and shows no deviations of
the data from the reflections of the K# degrees of freedom
(Fig. 1). Argand diagram studies for the Z−

0 are incon-
clusive. Therefore, its characterization as a resonance will
need confirmation when larger samples become available.
In summary, an amplitude fit to a large sample of B0 →

ψ 0Kþπ− decays provides the first independent confirmation
of the existence of the Zð4430Þ− resonance and establishes
its spin parity to be 1þ, both with very high significance.
The positive parity rules out the interpretation in terms
of D̄#ð2007ÞD1ð2420Þ [4,14] or D̄#ð2007ÞD#

2ð2460Þ
threshold effects, leaving the four-quark bound state as
the only plausible explanation. The measured mass
4475% 7þ15

−25 MeV, width 172% 13þ37
−34 MeV, and ampli-

tude fraction ð5.9% 0.9þ1.5
−3.3Þ%, are consistent with, but

more precise than, the Belle results [28]. An analysis of the
data using the model-independent approach developed by
the BABAR collaboration [25] confirms the inconsistencies
in the Zð4430Þ− region between the data and Kþπ− states
with J ≤ 2. The D-wave contribution is found to be
insignificant in Zð4430Þ− decays, as expected for a true
state at such mass. The Argand diagram obtained for the
Zð4430Þ− amplitude is consistent with the resonant behav-
ior; among all observed candidates for charged four-quark
states, this is the first to have its resonant character confirmed
in this manner.

We express our gratitude to our colleagues in the CERN
accelerator departments for the excellent performance of
the LHC. We thank the technical and administrative staff at
the LHCb institutes. We acknowledge support from CERN
and from the national agencies: CAPES, CNPq, FAPERJ,
and FINEP (Brazil); NSFC (China); CNRS/IN2P3 and
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B→ Kπ±J/ψ
• Belle reports evidence for  

Z(4430) → π±J/ψ	



• about 10x smaller than  
Z(4430) → π±ψ’	



• Belle:  Z(4200)± → π±J/ψ at 6.2σ	



• broad:  Γtot ≈ 400 MeV	



• JP = 1+ favored	



• compatible with “structure” in LHCb 
analysis of π±ψ’	



• No evidence for the Z(3900) that is 
correlated with Y(4260) decay	



• production mechanism dependence? 	



• Z(3900) is fundamentally different from 
Z(4200) and Z(4430)?

14
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TABLE I. Fit results in the default model. Errors are statistical only.

JP 0− 1− 1+ 2− 2+

Mass, MeV/c2 4318 ± 48 4315± 40 4196+31
−29 4209 ± 14 4203± 24

Width, MeV 720± 254 220± 80 370± 70 64± 18 121± 53

Significance (Wilks) 3.9σ 2.3σ 8.2σ 3.9σ 1.9σ
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FIG. 6. The fit results with (solid line) and without (dashed line) the Zc(4430)
+ (the Zc(4200)

+ is not included in the model)
for the second and third vertical slices that are defined in Fig. 4.

The exclusion levels of the spin-parity hypotheses
(JP = jp, jp ∈ {0+, 1−, 2−, 2+}) for the default model
are calculated using MC simulation. The procedure is
the same as in Ref. [6]. We generate MC pseudoex-
periments in accordance with the fit result with the jp

Zc(4200)+ signal in data and fit them with the jp and
1+ signals. The resulting distribution of ∆(−2 lnL) =
(−2 lnL)JP=jp −(−2 lnL)JP=1+ is fitted to an asymmet-
rical Gaussian function and the p-value is calculated as
the integral of the fitting function normalized to 1 from
the value of ∆(−2 lnL) in data to +∞. The results are
presented in Table V.

We also generate MC pseudoexperiments in accor-
dance with the fit results for the 1+ hypothesis, fit them
with the jp and 1+ signals and obtain the distribution of
∆(−2 lnL). This distribution is fitted to an asymmetri-
cal Gaussian function and the confidence level of the 1+

hypothesis is calculated as the integral of the fitting func-
tion normalized to 1 from −∞ to the value of ∆(−2 lnL)
in data. The resulting confidence levels are shown in Ta-
ble V. The distributions of ∆(−2 lnL) for jp = 2− are
shown in Fig. 11.

For models other than the default, we do not use the
calculation of exclusion levels of the spin-parity hypothe-
ses based on MC pseudoexperiments. Instead, the sig-
nificance of the 1+ hypothesis over the jp hypothesis is
estimated as

√

∆(−2 lnL). The comparison of the two
methods for the default model is shown in Table V. The
formula-based calculation results in smaller values of the
significance than the MC-based calculation, and thus it
provides a conservative estimate of the significance. The

results for all models are shown in Table VI. The 1+ hy-
pothesis is favored over the 0−, 1−, 2−, 2+ hypotheses
at the levels of 6.1σ, 7.4σ, 4.4σ and 7.0σ, respectively.
The results of the study of the model dependence of

the Zc(4200)+ mass and width are shown in Table VII.
The maximal deviations of the mass and the width of the
Zc(4200)+ from the default model values are considered
as the systematic uncertainty due to the amplitude model
dependence.
We also estimate the systematic error associated with

the uncertainties in the modeling of the background dis-
tribution by varying the background parameters by ±1σ
(with other parameters varied in accordance with the cor-
relation coefficients) and performing the fit to the data.
The maximal deviations are considered as the system-
atic error due to the background parameterization un-
certainty. This error is found to be negligibly small com-
pared to the error due to amplitude model dependence
for all the results.
Using the helicity amplitudes shown in Table II, one

can calculate the amplitudes in the transversity basis:

A0 = H0, A∥ =
H1 +H−1√

2
, A⊥ =

H1 −H−1√
2

, (9)

where A0, A∥ and A⊥ are the transversity amplitudes.
The amplitudes from Table II should be normalized so
that, for a K∗ resonance,

|H0|2 + |H1|2 + |H−1|2 = 1 (10)

before the application of Eq. (9). The resulting transver-
sity amplitudes for the K∗(892) are shown in Table VIII.

Belle Collaboration, arXiv:1408.6457 (2014)

add Z(4430)
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FIG. 7. The fit results with (solid line) and without (dashed line) the Zc(4200)
+ (JP = 1+) in the default model. The points

with error bars are data; the hatched histograms are the J/ψ sidebands. The slices are defined in Fig. 4.
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The transversity amplitude systematic errors are due to
amplitude model dependence. The results agree with pre-
vious Belle measurements for the (B0 + B̄0) sample in
Ref. [24] and supersede them.

We perform a search for the Zc(3900)+, using the am-
plitude model with the Zc(4200)+ (JP = 1+) as a null hy-
pothesis. All quantum number hypotheses with J ≤ 2 are
considered (JP ∈ {0+, 1−, 1+, 2− and 2+}). We limit
the mass and the width of the Zc(3900)+ in the same way
as for the Zc(4430)+. The average result of BESIII [11],

Belle [12] and analysis based on CLEO data [13].

M0 = 3891.2± 3.3 MeV/c2, Γ0 = 39.5± 8.1 MeV,

is used as the nominal mass and width of the Zc(3900)+.
The results are shown in Table IX. No significant signal
is found.

and add Z(4200)
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ηc(11S0)
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χc1(33P1)Y(4260)

Y(4360)

X(3872)

predicted, discovered

predicted, undiscovered

unpredicted, discovered

Z(4430)±

Z(3900)±

Z(4020)±

Z(4200)±

X(4140)

Charged Z Recap

• Z(3900) and Z(4020)	



• correlated with Y(4260) and/or Y(4360)	



• narrow:  tens of MeV	



• near DD* and D*D* thresholds	



• similarities in the bottomonium system	



• not produced in hadronic B decay	



• Z(4200) and Z(4430)	



• produced in B decay	



• broad:  hundreds of MeV	



• no apparent correlation with open charm 
thresholds?	



• Other charged states in B decay:  Z(4050) and 
Z(4250)  (“older news” and not pictured)	



• reported in χc1π
±

 by Belle  
[PRD 78, 072004 (2008)]	



• not confirmed by BaBar 
[PRD 85, 052003 (2012)]
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X(4140) → ΦJ/ψ
• Observed in B+→K+ΦJ/ψ	



• Neutral state with C=+	



• Narrow:  Γtot ≈ 30 MeV	



• No apparent charmonium candidate?	



• State first discovered by CDF  
[PRL 102, 242002 (2009)]	



• Not confirmed by LHCb  
[PRD 85, 091103 (2012)]	



• BarBar:  statistically limited - inconclusive  
[arXiv:1407.7244]	



• Recently confirmed by CMS and D0  
(seems consistent w/both CDF and LHCb)	



• Significance of second peak uncertain due to 
potential kinematic reflections

16

CMS Collaboration / Physics Letters B 734 (2014) 261–281 263

Fig. 2. The B+ sideband-subtracted K+K− invariant-mass distribution for 
J/ψK+K−K+ candidates within ±3σ of the nominal B+ mass. The solid curve is 
the result of the fit described in the text. The dashed line shows the zero-candidate 
baseline.

B+ → µ+µ−K+K−K+ candidates are consistent with being solely 
J/ψφK+ , with negligible contribution from J/ψf0(980)K+ or non-
resonant J/ψK+K−K+ .

As seen in Fig. 1, there are two main components to the 
J/ψφK+ invariant-mass spectrum: the B+ signal and a smooth 
background. Possible contributions from other B-hadron decays are 
examined using MC simulations of inclusive B+ , B0, and B0

s decays. 
Based on this study, the mass-difference region ($m > 1.568 GeV) 
is excluded from the analysis to avoid potential background from 
B0

s → ψ(2S)φ → J/ψπ+π−φ decays, where one pion is assumed 
to be a kaon and the other is not reconstructed.

To investigate the J/ψφ invariant-mass distribution, rather than 
fitting the distribution itself with its large combinatorial back-
ground, the J/ψφK+ candidates are divided into 20 MeV-wide 
$m intervals, and the J/ψφK+ mass distributions for each inter-
val are fit to extract the B+ signal yield in that interval. We use 
a second-degree polynomial for the combinatorial background and 
two Gaussians for the B+ signal. The fit is performed separately for 
each data set. The mean values of the two Gaussians are fixed to 
the B+ mass [27], and the width values of the Gaussians, as well as 
their relative ratio, are fixed to the values obtained from MC sim-
ulation for each specific $m interval in each data set. The results 
of all the fits are good descriptions of the data distributions with 
an average χ2 per degree of freedom (dof) close to 1. The resulting 
$m distribution for the combined data sets is shown in Fig. 3. Two 
peaking structures are observed above the simulated phase-space 
(PS) continuum distribution shown by the dotted line.

Results obtained from both data sets are consistent. We have 
checked that events with multiple B+ candidates do not artificially 
enhance the two structures. The total number of B+ signal events 
in the $m intervals below 1.568 GeV is 2320 ±110 (stat.), which is 
consistent with the total number of B+ candidates estimated from 
the mass spectrum in Fig. 1.

A full study of the J/ψφ resonant pattern in the B+ →
µ+µ−K+K−K+ decay via an amplitude analysis of the five-body 
decay would require a data sample at least an order of magnitude 
larger than is currently available, as well as more precise informa-
tion on possible φK+ or J/ψK+ resonances that may contribute to 
this decay. Instead, the $m distribution is studied, since it is re-
lated to the projection of the two-dimensional (2D) J/ψφK+ Dalitz 
plot onto the m2(J/ψφ) axis.

Before fitting the $m distribution, it must be corrected for the 
relative detection and reconstruction efficiencies of the candidate 
events. Since no branching fractions are being determined, only 
the relative efficiency over the Dalitz plot is required. If a pos-

Fig. 3. The number of B+ → J/ψφK+ candidates as a function of $m =
m(µ+µ−K+K−) − m(µ+µ−). The solid curve is the global unbinned maximum-
likelihood fit of the data, and the dotted curve is the background contribution 
assuming three-body PS. The band is the ±1σ uncertainty range for the background 
obtained from the global fit. The dashed and dash-dotted curves are background 
curves obtained from two different event-mixing procedures, as described in the 
text, and normalized to the number of three-body PS background events. The short 
dashed curve is the 1D fit to the data.

sible φK+ or J/ψK+ resonance did exist, the density of events 
would depend on the quantum numbers of the resonance and on 
the interference of the two structures with the possible resonance. 
Ignoring these possible interference effects, the MC simulation is 
used to determine the efficiency over the m2(φK+) vs. m2(J/ψφ)

Dalitz plot, assuming a PS distribution for the three-body decay 
B+ → J/ψφK+ . The J/ψ and φ vector meson decays are simulated 
using their known angular distributions according to the VLL and 
VSS model in evtgen, while we assume there is no polarization 
for the two vectors. The PS MC simulation is reweighted assuming 
either transverse or longitudinal J/ψ and φ polarization. The ef-
fect of either polarization is found to be negligible. The measured 
efficiency is fairly uniform, varying by less than 25% over the en-
tire allowed three-body PS. Assuming a uniform PS distribution, 
the efficiency for each $m bin is taken to be the average of the 
efficiencies over the full kinematically allowed m(φK+) range. To 
estimate the systematic uncertainty in the efficiency caused by its 
dependence on the unknown quantum numbers of the structures, 
and hence on their unknown decay angular distributions, the ef-
ficiency is evaluated under the assumption of both a cos2 θ and 
sin2 θ dependence, where θ is the helicity angle, defined as the 
angle in the J/ψφ rest frame between the direction of the boost 
from the laboratory frame and the J/ψ direction. Since the effi-
ciency tends to be lower towards the edge of the Dalitz plot, the 
cos2 θ dependence gives a lower average efficiency than the de-
fault efficiency, while the sin2 θ dependence gives a slightly higher 
average efficiency. This variation (10%) is taken as the systematic 
uncertainty in the efficiency from our lack of knowledge of the 
quantum numbers of the structures and the effects of interference 
with possible two-body resonances.

We investigate the possibility that the two structures in the 
$m distribution are caused by reflections from resonances in the 
other two-body systems, J/ψK+ and φK+ . Such reflections are 
well known in the two-body systems from other three-body de-
cays because of kinematic constraints. There are candidate states 
that decay to φK+ [27], although they are not well established. 
These could potentially produce reflected structures in the J/ψφ

spectrum. In particular, a D-wave contribution to K−p scatter-
ing in the mass region around 1.7–1.8 GeV has been reported 
by several fixed-target experiments [29–31]. This is interpreted as 
two interfering broad J P = 2− resonances, labeled K2(1770) and 

parameters describing the background shape, to the values
obtained in the overall fit shown in Fig. 1. According
to simulations, the Bþ mass resolution varies from
20 MeV for MðJ=ψϕÞ < 4.3 GeV to 17 MeV for
MðJ=ψϕÞ > 4.5 GeV. This variation is taken into account
in the fits.
Two examples of the distributions are shown in Fig. 6.

The resulting Bþ yield per 30 MeV as a function of
MðJ=ψϕÞ, corrected for efficiency, is shown in Fig. 7.
The relative efficiency as a function of the J=ψϕ mass is
obtained by comparing the reconstructed spectrum from a
full detector simulation with the three-body phase space
distribution. The efficiency correction includes effects of
the kinematic acceptance, as well as the reconstruction
efficiency, the resolution, and the candidate selection
efficiency. As shown in Fig. 8, the efficiency is fairly
uniform, with bin-to-bin variations within 10%.
To estimate the significance of the threshold structure,

we perform a binned least-squares fit of the Bþ yield to a
sum of a resonance and a phase-space continuum template.
We assume a relativistic Breit-Wigner signal shape, with
mass and width allowed to vary, convoluted with the
detector resolution of 4 MeV from simulations. From
the fit, shown in Fig. 7(b), we obtain 52$ 19ðstatÞ signal
events out of the total of 250$ 36 events. The statistical

significance of the structure, estimated from the χ2 differ-
ence with and without a resonant component, Δχ2 ¼ 14:7
for 3 degrees of freedom, is 3.1 standard deviations. The
fitted mass of this state is 4159:0$ 4.3ðstatÞ MeV and the
width is 19:9$ 12:6ðstatÞ MeV. We identify this structure
with Xð4140Þ, and we find that the quasi-two-body decay
Bþ → Xð4140ÞKþ constitutes [21$ 8ðstatÞ]% of the
Bþ → J=ψϕKþ decay rate for MðJ=ψϕÞ < 4.59 GeV.
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FIG. 7 (color online). The Bþ → J=ψϕKþ signal yield per
30 MeV resulting from fits in 17 MðJ=ψϕÞ bins defined in the
text, corrected for acceptance. Note that the second and third bins
have widths of 15 MeV, and the points are normalized to the
counts per 30 MeV as the rest of the bins. (a) Fit allowing for no
J=ψϕ resonance and assuming a three-body phase-space (PHSP)
[1]; (b) allowing for a Breit-Wigner Xð4140Þ signal with an
unconstrained mass and width and with a resolution of 4 MeV;
(c) allowing for two Breit-Wigner resonances where the natural
width of the second is set to 30 MeV. The resonance contribu-
tions, the three-body phase-space contribution, and the total fit
are also shown.
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FIG. 6 (color online). Invariant mass distributions of Bþ →
J=ψϕKþ candidates in two selected intervals of MðJ=ψϕÞ.
Superimposed are the fits of a Gaussian signal (solid blue lines)
with a second-order Chebyshev polynomial background (dashed
red lines), with the signal and background shape parameters
constrained to the results of the fit in Fig. 1, and allowing for the
signal yield to vary.
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Quarkonium Production

• Production of heavy quarkonium is a hard 
process:  at leading order, rates and 
polarization not affected by soft QCD	



• Rates and polarization fractions calculable 
in effective field theory (e.g. NRQCD) — 
need phenomenological input:	



• universal matrix elements	



• fragmentation functions	



• Use experiment to validate self-consistent 
theoretical formulation	



• Experimental applicability	



• quarkonium production in hadron 
collisions and deep inelastic scattering	



• e+e- → J/ψ X(cc or non-cc)	



• γγ → J/ψ X
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that there is some important aspect of the production
mechanism that is not yet understood.
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LHC-era experimental goals	



• push measurement to higher pT	



• measure bb and cc species at 
high precision	



• reduce experimental systematic 
errors:  frame invariant analyses
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Fig. 2: Differential production cross sections of J/ψ (top) and ψ(2S) (bottom) as a function of pT (left) and y
(right). The results are compared to previous ALICE results [26, 27] and LHCb measurements [39, 40]. The open
symbols are the reflection of the positive-y measurements with respect to y = 0. The vertical error bars and the
boxes represent the statistical and uncorrelated systematic uncertainties, respectively.

luminosity is quoted in the legend. This analysis extends the pT range of the J/ψ measurement with
respect to the previous ALICE measurement [26, 27] from 8 GeV/c to 20 GeV/c.

The pT differential cross sections are compared with the values reported by the LHCb collaboration [39,
40]. The LHCb data points in Figure 2 correspond to the sum of prompt and b-meson decays quarkonium
productions. For the J/ψ cross sections (Fig. 2, top left), a good agreement is observed between the two
experiments. The comparison to the LHCb results for the pT dependence of ψ(2S) cross section (Fig. 2,
bottom left) is not straightforward due to the different rapidity ranges. The ALICE measurement tends
to be slightly higher than the one reported by LHCb, except at very low pT. Still, the results are in
agreement within systematic uncertainties.

The differential cross sections of J/ψ as a function of rapidity (Fig. 2, top right) are compared to the
previous measurements reported by ALICE [26, 27] and LHCb [39]. The results are in good agreement.
Furthermore, the ALICE J/ψ measurement at mid-rapidity in the di-electron channel complements the
forward rapidity measurement and allows to present the J/ψ differential cross section over a broad rapid-
ity range for pT down to zero. The rapidity dependence of the inclusive ψ(2S) production cross section
at forward rapidity (Fig. 2, bottom right) is measured for the first time at

√
s= 7 TeV.

The inclusive ψ(2S)-to-J/ψ cross section ratio at
√
s= 7 TeV, integrated over pT and y, is σψ(2S)/σJ/ψ =

0.170± 0.011(stat.)± 0.013(syst). To obtain this ratio, the same fit function (CB2 or pseudo-Gaussian
function) is used for both resonances, for all the cases described in Section 3.3. The mean of the resulting
distribution is used as the central value and its RMS is used as the systematic uncertainty on signal
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ALICE Collaboration, arXiv:1403.3648
LHCb Collaboration, EPJ C71, 1645 (2011)

ATLAS Collaboration / Nuclear Physics B 850 (2011) 387–444 401

Fig. 7. Inclusive J/ψ production cross-section as a function of J/ψ transverse momentum in the four rapidity bins.
Overlaid is a band representing the variation of the result under various spin-alignment scenarios (see text) representing
a theoretical uncertainty. The equivalent results from CMS [3] are overlaid. The luminosity uncertainty (3.4%) is not
shown.

ψ(2S) mass region. The means of the resultant shifts across all pseudo-experiments for each
fit model are used to evaluate the systematic uncertainty. The largest mean variation in that
bin is assigned as a systematic uncertainty due to the fit procedure.

7. J/ψ vertex-finding efficiency: The loose vertex quality requirement retains over 99.9% of
di-muon candidates used in the analysis, so any correction and systematics associated to the
vertexing are neglected.

A summary of the various contributions to the systematic uncertainties on the measurement in
each rapidity slice as a function of J/ψ pT is shown in Fig. 6. The uncertainty due to the lumi-
nosity (3.4%) is not shown, nor is the spin-alignment envelope which represents a full range of
variation due to the unknown spin-alignment state.

4.6. Inclusive J/ψ cross-section results

The results of the inclusive double-differential J/ψ production cross-section measurement
are given in Table 2. They are compared to CMS results [3] in Fig. 7 for cases where the rapidity
ranges are close enough to permit comparison. The two sets of results show good agreement
within experimental uncertainties and provide complementary measurements at low (CMS) and
high (ATLAS) pT , together providing a measurement over a large kinematic range.

ATLAS Collaboration, NP B850, 387 (2011)
CMS Collaboration, EPJ C71, 1575 (2011)
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Figure 4. Differential cross-sections for prompt χc1 (top) and χc2 (bottom) production as a
function of p

χ
c

T . The predictions of NLO NRQCD, the kT factorisation model and the LO CSM
are compared to the measurements. The positions of the data points within each bin reflect the
average p

χ
c

T of the χc candidates within the bin. The error bars represent the total uncertainty
on the measurement, assuming isotropic decay angular distributions (in some cases, the error bar
is smaller than the data point). The factor B denotes the product of branching fractions, B =
B (χcJ → J/ψ γ) · B (J/ψ → µ+µ−).

(1.3 ± 0.4) × 10−3 are used [4]. The shaded uncertainty band on the FONLL predictions

represents the theoretical uncertainty due to factorisation and renormalisation scales, quark

masses and parton distribution functions combined with the uncertainty on the branching

fractions used to scale the predictions. The measurements generally agree with the FONLL

predictions, though the data tend to lie slightly below the predictions at high pT.
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are compared to the measurements. The positions of the data points within each bin reflect the
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(1.3 ± 0.4) × 10−3 are used [4]. The shaded uncertainty band on the FONLL predictions

represents the theoretical uncertainty due to factorisation and renormalisation scales, quark

masses and parton distribution functions combined with the uncertainty on the branching

fractions used to scale the predictions. The measurements generally agree with the FONLL
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Fig. 2: Differential production cross sections of J/ψ (top) and ψ(2S) (bottom) as a function of pT (left) and y
(right). The results are compared to previous ALICE results [26, 27] and LHCb measurements [39, 40]. The open
symbols are the reflection of the positive-y measurements with respect to y = 0. The vertical error bars and the
boxes represent the statistical and uncorrelated systematic uncertainties, respectively.

luminosity is quoted in the legend. This analysis extends the pT range of the J/ψ measurement with
respect to the previous ALICE measurement [26, 27] from 8 GeV/c to 20 GeV/c.

The pT differential cross sections are compared with the values reported by the LHCb collaboration [39,
40]. The LHCb data points in Figure 2 correspond to the sum of prompt and b-meson decays quarkonium
productions. For the J/ψ cross sections (Fig. 2, top left), a good agreement is observed between the two
experiments. The comparison to the LHCb results for the pT dependence of ψ(2S) cross section (Fig. 2,
bottom left) is not straightforward due to the different rapidity ranges. The ALICE measurement tends
to be slightly higher than the one reported by LHCb, except at very low pT. Still, the results are in
agreement within systematic uncertainties.

The differential cross sections of J/ψ as a function of rapidity (Fig. 2, top right) are compared to the
previous measurements reported by ALICE [26, 27] and LHCb [39]. The results are in good agreement.
Furthermore, the ALICE J/ψ measurement at mid-rapidity in the di-electron channel complements the
forward rapidity measurement and allows to present the J/ψ differential cross section over a broad rapid-
ity range for pT down to zero. The rapidity dependence of the inclusive ψ(2S) production cross section
at forward rapidity (Fig. 2, bottom right) is measured for the first time at

√
s= 7 TeV.

The inclusive ψ(2S)-to-J/ψ cross section ratio at
√
s= 7 TeV, integrated over pT and y, is σψ(2S)/σJ/ψ =

0.170± 0.011(stat.)± 0.013(syst). To obtain this ratio, the same fit function (CB2 or pseudo-Gaussian
function) is used for both resonances, for all the cases described in Section 3.3. The mean of the resulting
distribution is used as the central value and its RMS is used as the systematic uncertainty on signal
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 [GeV]
T

(2S) pψ
5 6 7 8 910 20 30 40 50 210

/d
y 

[n
b/

G
eV

]
T

/d
p

(2
S)

ψ
σ2

 d⋅)- π+ π) -
µ+

µ
→(

ψ
J/

→
(2

S)
ψ

B(

-810

-710

-610

-510

-410

-310

-210

-110
1

10

210

310

410

510 (2S) dataψNon-prompt 
)410×|<0.75 ((2S)ψ|y

)210×|<1.5 ((2S)ψ |y≤0.75
|<2.0(2S)ψ |y≤1.5

)410×) |y|<1.2 (-1CMS (37 pb
)210× |y|<1.6 (≤) 1.2-1CMS (37 pb

 |y|<2.4≤) 1.6-1CMS (37 pb
 y <4.5≤) 2.0-1LHCb (36 pb

ATLAS
-1=7 TeV, 2.1fbs

(b) Non-prompt production vs.  (2S) pT
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(c) Prompt production vs. J/ pT
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(d) Non-prompt production vs. J/ pT

Figure 12. Measured differential cross-sections for (a) prompt  (2S) production and (b) non-
prompt  (2S) production as a function of  (2S) transverse momentum for three  (2S) rapidity
intervals. Also shown are (c) prompt and (d) non-prompt cross-sections expressed as a function
of the transverse momentum of the J/ from the  (2S) ! J/ (!µ+µ�

)⇡+⇡� decay for three
J/ rapidity intervals. The results in the various rapidity intervals are scaled by powers of ten for
clarity of presentation. The data points are at the mean of the efficiency and acceptance corrected
pT distribution in each pT interval, indicated by the horizontal error bars, and the vertical error
bars represent the total statistical and systematic uncertainty (see figures 9 and 10). Overlaid
on the results presented as a function of  (2S) pT are measurements from the CMS and LHCb
experiments.
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Fig. 4: Differential cross section of ϒ(1S) as a function of pT (left) and differential cross sections of ϒ(1S) and
ϒ(2S) as function of rapidity (right), measured by ALICE, LHCb [25] and CMS [42, 43]. The open symbols are
reflected with respect to y= 0.

26.5± 0.5% [36], one gets the fraction of inclusive ϒ(1S) coming from ϒ(2S) decay f ϒ(2S) = 0.090±
0.027(stat)±0.005(syst).

5 Model comparison

5.1 Differential production cross sections as a function of pT

The measured inclusive J/ψ differential production cross section as a function of pT is compared to
three theoretical calculations performed in the CSM (Fig. 5): two complete calculations at LO and NLO
respectively and a third calculation, called NNLO*, that includes the leading-pT contributions appearing
at NNLO [44]. In agreement with the authors, the calculations are scaled by a factor 1/0.6 to account for
the fact that they correspond to direct J/ψ production, whereas they are compared to inclusive measure-
ments. This scaling factor is obtained by assuming that about 20% of the inclusive J/ψ come from χc
decay [45], 10% from ψ(2S) (factor fψ(2S), Section 4) and 9% from b-mesons [39]. The LO calculation
underestimates the data for pT > 2 GeV/c and the pT dependence is much steeper than the measured
one. At NLO, the pT dependence is closer to that of the data, but the calculation still underestimates
the measured cross section. The addition of some NNLO contributions further improves the agreement
between data and theory concerning the pT dependence and further reduces the difference between the
two, at the price of larger theoretical uncertainties.

Using a constant scaling factor for the direct-to-inclusive J/ψ production cross section ratio requires
that the pT distributions of direct and decay J/ψ have the same shape. This assumption is a rather
crude approximation and for instance the LHCb collaboration has measured a significant increase of the
fraction of J/ψ from b-meson decay with pT up to 30% for pT > 14 GeV/c [39]. Properly accounting
for these variations would improve the agreement between data and theory at large pT.

Figure 6 presents the comparison of the inclusive J/ψ differential production cross section (top), the
inclusive ψ(2S) differential production cross section (middle) and the ratio between the two (bottom) as
a function of pT to two NRQCD calculations for prompt J/ψ and ψ(2S) production at NLO from [46]
(left) and [16] (right). As discussed with the authors, a number of theoretical uncertainties cancels out
when forming the ψ(2S)-to-J/ψ ratio and the theory bands shown in the bottom panels are obtained by
taking the ratio of the ψ(2S) and J/ψ upper and lower bounds from top and middle panels separately,
rather than forming all four combinations.

The NRQCD calculations include both the same leading order Color-Singlet (CS) contributions as the

11

ALICE Collaboration, arXiv:1403.3648
LHCb Collaboration, EPJ C72, 2025 (2012)

Υ(1S)

As can be seen in Figs. 12–14, the two models provide
quite different descriptions of ! production. Predictions
from CSM are for direct ! production only and so do not
account for ! production that arises from feed-down from
the production of higher ! states or from radiative decays
of the "bJðnPÞ. From previous measurements [33] the
contribution of feed-down to !ð1SÞ production is known
to be approximately 50%, but the pT dependence of the
feed-down is not well known and cannot be reliably pre-
dicted, and so no explicit correction is made to the CSM
predictions shown. No correction is needed for the CEM as
this is already an inclusive calculation. Feed-down contri-
butions are expected to similarly contribute to !ð2SÞ
production, but no measurement or reliable prediction for
the relative contribution exists, so we do not apply a
correction to the direct !ð2SÞ CSM predictions either.
For !ð3SÞ there is no feed-down from higher ! states.

Recently, the ATLAS experiment discovered [34] the ex-
istence of a state or states interpreted as the "bJð3PÞ below
the B !B threshold that are expected to have a significant
branching fraction for radiative decays into !ð3SÞ þ # and
thus induce a feed-down contribution to !ð3SÞ (and other
! states). As the relative production and decay rates of
these states are also as yet unknown, no correction is
applied to the CSM predictions for !ð3SÞ production
either.
For each of the three !ðnSÞ states, the NNLO* CSM

predictions (considering also the additional normalization
uncertainty due to the poorly known contributions from
feed-down) fit our data well in the moderate p!

T region but
exhibit a steeper pT dependence than seen in data. The
predictions therefore significantly underestimate the cross
section at high pT. Theoretical developments in the pre-
diction of feed-down contributions may improve this
description. CEM predictions appear to show a better
match with data at high p!

T . These predictions underesti-
mate the rate ( favoring a smaller choice of renormaliza-
tion/factorization scale or larger b-quark mass) and have
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FIG. 10 (color online). Differential cross sections multiplied
by the dimuon branching fraction, for !ð1SÞ, !ð2SÞ, and !ð3SÞ
production extrapolated to the full phase space for the (top)
jy!j< 1:2, (bottom) 1:2 $ jy!j< 2:25 rapidity intervals. Points
with error bars indicate the results of the measurements with
total statistical and systematic errors. Results are shown assum-
ing an isotropic spin-alignment scenario.
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FIG. 11 (color online). Differential cross sections multiplied
by the dimuon branching fraction, for !ð1SÞ, !ð2SÞ, and !ð3SÞ
production extrapolated to the full phase space, pT-integrated as
a function of absolute ! rapidity. Points with error bars indicate
the results of the measurements with total statistical and system-
atic errors. Results are shown assuming an isotropic spin-
alignment scenario.

TABLE III. Corrected cross section measurements in the iso-
tropic spin-alignment scenario. Uncertainties quoted represent
statistical, systematic, and luminosity terms, respectively.

Integrated corrected cross sections
$ðpp ! !Þ % Brð! ! %þ%&Þ

State Range: p!
T < 70 GeV, jy!j< 2:25

!ð1SÞ 8:01' 0:02' 0:36' 0:31 nb
!ð2SÞ 2:05' 0:01' 0:12' 0:08 nb
!ð3SÞ 0:92' 0:01' 0:07' 0:04 nb
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Fig. 5. Acceptance-corrected differential production cross sections as a function of
rapidity, and comparison with LHCb results [4]. The bands represent the statistical
uncertainty and the error bars represent the total uncertainty, except for those from
the Υ (nS) polarization.

Table 4
The product of the acceptance-corrected Υ (nS) production cross sections, σ , and
the dimuon branching fraction, B, integrated over the rapidity range |yΥ | < 1.2, and
the pΥ

T range from 10 to 50 GeV/c, as used in Ref. [7] for the measurement of the Υ

polarizations. The cross sections assume the Υ (nS) are unpolarized. The statistical
uncertainty (stat.), the sum in quadrature of the systematic uncertainties (

∑
syst.),

excluding the contribution from the polarization uncertainty, the systematic uncer-
tainties from the polarization (pol.), and the total uncertainty (#σ ; including stat.,∑

syst. , pol., and the uncertainty in the integrated luminosity) are in percent. The
numbers in parentheses are negative variations.

σ · B (nb) stat.
σ

∑
syst.
σ

pol.
σ

#σ
σ

Υ (1S) 0.558 1.3 6 (5) 4 (2) 8 (7)

Υ (2S) 0.213 2.4 5 (5) 7 (3) 10 (8)

Υ (3S) 0.127 3.2 7 (5) 7 (3) 11 (8)

These models have been updated by their respective authors to√
s = 7 TeV when relevant. The updates are unpublished and are

in the form of private communications. Our measured Υ (1S) cross
section is in good agreement with NRQCD, for the prediction pro-
vided for pT in 8–30 GeV/c. The CEM predictions for the three
states are, within their uncertainties, also compatible with the
data. The data agree with cascade for the Υ (1S) and Υ (2S), but
the agreement is not as satisfactory for the Υ (3S) when judged
on the basis of the smaller uncertainties quoted by this prediction.
The NLO CSM does not describe the data, while the NNLO* CSM
shows improved agreement within the large uncertainties. The to-
tal cross section predicted by pythia is higher than the measured
cross section by about a factor 2; in Fig. 7, the pythia predictions
are for this reason normalized to the measured Υ (nS) cross sec-
tions. The pT dependence of the cross section predicted by pythia
agrees with the data for the Υ (1S) and Υ (3S) but not for the
Υ (2S). cascade and pythia also describe the rapidity dependence
over the range of the measurement, as shown in Fig. 7(d). Com-
plete tables of results for the differential cross sections for the
three Υ states are available in the supplemental material, includ-
ing variations for extreme polarization scenarios.

10. Summary

Measurements of the Υ (nS) differential and total production
cross sections from proton–proton collisions at

√
s = 7 TeV with

the CMS detector have been presented. The results have been
shown in two ways: as acceptance-corrected cross sections, and
fiducial cross sections in which both muons from the Υ (nS) decay
are within the detector acceptance. The latter cross sections are
independent of the assumed Υ (nS) polarizations. The differential
cross sections have been given as a function of pΥ

T and |yΥ |, and
compared to theoretical predictions. The differential cross sections

as a function of pΥ
T and yΥ for each Υ (nS) state have also been

measured and compared to theoretical predictions. Finally, the Υ

cross section ratios have been given. The dominant sources of sys-
tematic uncertainty in the cross section measurements arise from
the determination of the muon identification and trigger efficien-
cies, and the integrated luminosity.

The measurements are consistent with previous CMS results
based on less than 10% of the integrated luminosity analyzed here.
These earlier measurements have been extended in terms of both
the precision attained and the kinematic reach. In addition, this
Letter expands upon the previous result by the inclusion of fiducial
cross section measurements and the polarization systematics, uti-
lizing the recent Υ polarization results from CMS. The results are
compared to the ATLAS and LHCb Collaborations’ measurements,
and are found to be consistent in the regions of overlap. Compar-
isons to measurements by the CDF, D0, and LHCb Collaborations
also illustrate the achieved extension in kinematic coverage. The
results presented here will allow for a more precise determination
of the parameters of the various bottomonium production models.
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Figure 4: Polarisation parameters for prompt  (2S) mesons as a function of p
T

, in five rapidity
intervals, (top left) �

✓

and (bottom) �
inv

, measured in the helicity frame, and (top right) �
✓

in the
Collins-Soper frame. The uncertainties on data points are the sum in quadrature of statistical
and systematic uncertainties. The horizontal bars represent the width of the p

T

bins for the
 (2S) meson. The data points for each rapidity interval are displaced horizontally to improve
visibility.

6 Results

The results for the polarisation parameters �
✓

, �
✓�

, �
�

and �
inv

, and their uncertainties, in
each p

T

and y bin of the prompt  (2S) meson sample, are reported in Tables 2 and 3 for
the helicity and the Collins-Soper frames, respectively. The systematic uncertainties are
similar in size to the statistical uncertainties. The parameters �

✓

and �
inv

are also shown
in Fig. 4 as functions of the p

T

of the  (2S) mesons, for di↵erent y bins.
The frame-invariant polarisation parameter �

inv

is consistent with a negative polari-
sation with no strong dependence on the p

T

and y of the  (2S) meson. The values and
uncertainties of �

inv

that are measured in the helicity and the Collins-Soper frames are
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Fig. 5 Comparison of LHCb and ALICE results for λθ in different pT bins integrating over the rapidity range 2.5 < y < 4.0 in (left) the helicity
frame and (right) the Collins–Soper frame. Error bars represent the statistical and systematic uncertainties added in quadrature

Fig. 6 Comparison of LHCb prompt J/ψ polarization measurements
of λθ with direct NLO color singlet (magenta diagonal lines [39]) and
three different NLO NRQCD (blue diagonal lines (1) [39], red vertical
lines (2) [40] and green hatched (3) [41, 42]) predictions as a function
of the pT of the J/ψ meson in the rapidity range 2.5 < y < 4.0 in the
helicity frame (Color figure online)

of y of the J/ψ meson [2]. The uncertainty on the prompt
cross-section measurement is dominated by the unknown
J/ψ polarization, resulting in uncertainties of up to 20 %:

σprompt(2 < y < 4.5,pT < 14 GeV/c)

= 10.52 ± 0.04 ± 1.40+1.64
−2.20 µb

where the first uncertainty is statistical, the second is sys-
tematic and the third one is due to the unknown polarization.

The previous measurement of the prompt J/ψ cross-
section can be updated in the range of the polarization analy-
sis, 2 < pT < 14 GeV/c and 2.0 < y < 4.5, by applying the
measured polarization and its uncertainty to the efficiency
calculation in the cross-section measurement. To re-evaluate
the J/ψ production cross-section, the same data sample,
trigger and selection requirements as in Ref. [2] are used.

Technically the polarization correction is done by reweight-
ing the muon angular distribution of a simulated sample
of unpolarized J/ψ → µ+µ− events to reproduce the ex-
pected distribution, according to Eq. (1), for polarized J/ψ

mesons. The polarization parameters λθ , λθφ and λφ are set
to the measured values, quoted in Table 2 for each bin of pT
and y of the J/ψ meson.

In addition to the polarization update, the uncertainties on
the luminosity determination and on the track reconstruction
efficiency are updated to take into account the improvements
described in Refs. [44, 45]. For the tracking efficiency it is
possible to reduce the systematic uncertainty to 3 %, com-
pared to an 8 % uncertainty assigned in the original measure-
ment [2]. Taking advantage of the improvements described
in [44] the uncertainty due to the luminosity measurement
has been reduced from the 10 %, quoted in [2] to the 3.5 %.
The results obtained for the double-differential cross-section
are shown in Fig. 7 and reported in Table 4. The integrated
cross-section in the kinematic range of the polarization anal-
ysis, 2 < pT < 14 GeV/c and 2.0 < y < 4.5, is

σprompt(2 < y < 4.5,2 < pT < 14 GeV/c)

= 4.88 ± 0.01 ± 0.27 ± 0.12 µb

and for the range pT < 14 GeV/c and 2.0 < y < 4.5, it is

σprompt(2 < y < 4.5,pT < 14 GeV/c)

= 9.46 ± 0.04 ± 0.53+0.86
−1.10 µb.

For the two given cross-section measurements, the first un-
certainty is statistical, the second is systematic, while the
third arises from the remaining uncertainty due to the polar-
ization measurement and is evaluated using simulated event
samples. For the pT range pT < 2 GeV/c, where no po-
larization measurement exists, we assume zero polarization

LHCb Collaboration, EPJ C73, 2631 (2013)
ALICE Collaboration, PRL 108, 082001 (2012)
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Fig. 6. Polarization parameters λϑ , λϕ , and λϑϕ measured in the HX frame for prompt J/ψ (left) and ψ(2S) (right) mesons, as a function of pT and for several |y| bins. The
error bars represent total uncertainties (at 68.3% CL). The curves in the top two panels represent calculations of λϑ from NLO NRQCD [26], the dashed lines illustrating their
uncertainties.

Fig. 7. Values of the frame-independent parameter λ̃ for the J/ψ (left) and ψ(2S) (right) measured in the CS, HX, and PX frames, as a function of pT and for |y| < 0.6. The
error bars represent total uncertainties (at 68.3% CL).

analysis. For visibility reasons, the HX curves are not shown; in the
phase space of this analysis (mid-rapidity and relatively high pT),
the HX and PX frames are almost identical.

4. Results

The frame-dependent λ parameters measured in the HX frame
are presented, for both charmonia, in Fig. 6, as a function of pT
and |y|. The average values of pT and |y| are given in the supple-
mental material. The solid curves in the top two panels of Fig. 6
represent next-to-leading order (NLO) NRQCD calculations [26] of
the λϑ parameter for prompt J/ψ and ψ(2S) mesons as a function
of pT for |y| < 2.4. The dashed lines give an estimate of the un-
certainties in the theoretical predictions. The measured values of
λϑ are in clear disagreement with these NLO NRQCD calculations.
Fig. 7 displays the frame-invariant parameter, λ̃, measured in the
CS, HX, and PX frames, for the rapidity range |y| < 0.6. The three
sets of λ̃ measurements are in good agreement, as required in the
absence of unaddressed systematic effects; the same consistency is
also observed in the other rapidity bins. All the results for λϑ , λϕ ,

λϑϕ , and λ̃, for the two ψ(nS) states and in the three frames con-
sidered in this analysis, including the total 68.3%, 95.5%, and 99.7%
CL uncertainties and the 68.3% CL statistical uncertainties, are tab-
ulated in the supplemental material.

None of the three polarization frames shows large polarizations,
excluding the possibility that a significant polarization could re-
main undetected because of smearing effects induced by inappro-
priate frame choices [8]. While a small prompt J/ψ polarization
can be interpreted as reflecting a mixture of directly produced
mesons with those produced in the decays of heavier (P-wave)
charmonium states, this explanation cannot apply to the ψ(2S)
state, unaffected by feed-down decays from heavier charmonia.

5. Summary

In summary, the polarizations of prompt J/ψ and ψ(2S)
mesons produced in pp collisions at

√
s = 7 TeV have been

determined as a function of the ψ(nS) pT in two or three rapid-
ity ranges, extending well beyond the domains probed by previous
experiments, and in three different polarization frames, using both

J/ψ

CMS Collaboration, PLB 727, 381 (2013)

Figure 3 shows, for the rapidity range 0.0–0.6, one-
dimensional profiles (68.3%, 95.5%, and 99.7% CL inter-
vals) of the PPDs of the parameters !# , !’, and !#’, for the
!ð1SÞ, !ð2SÞ, and !ð3SÞ states, in the HX frame. Similar
values are obtained in the 0.6–1.2 rapidity range (see the
Supplemental Material [25]). Figure 4 displays the corre-
sponding results for the frame-invariant parameter ~!,
including also the CS and PX values. The results obtained
in the three frames are in good agreement, as required in the

absence of unaccounted for systematic effects. Complete
tables of results for!# ,!’,!#’, and ~!, for the three! states
and in the three frames considered in this analysis, are
available in the Supplemental Material [25].
All the polarization parameters are compatible with zero

or small values in the three polarization frames, excluding
that a significant polarization could remain undetected
because of smearing effects induced by unfortunate frame
choices. The indication that the !ðnSÞ resonances are
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dimensional profiles (68.3%, 95.5%, and 99.7% CL inter-
vals) of the PPDs of the parameters !# , !’, and !#’, for the
!ð1SÞ, !ð2SÞ, and !ð3SÞ states, in the HX frame. Similar
values are obtained in the 0.6–1.2 rapidity range (see the
Supplemental Material [25]). Figure 4 displays the corre-
sponding results for the frame-invariant parameter ~!,
including also the CS and PX values. The results obtained
in the three frames are in good agreement, as required in the

absence of unaccounted for systematic effects. Complete
tables of results for!# ,!’,!#’, and ~!, for the three! states
and in the three frames considered in this analysis, are
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Figure 3 shows, for the rapidity range 0.0–0.6, one-
dimensional profiles (68.3%, 95.5%, and 99.7% CL inter-
vals) of the PPDs of the parameters !# , !’, and !#’, for the
!ð1SÞ, !ð2SÞ, and !ð3SÞ states, in the HX frame. Similar
values are obtained in the 0.6–1.2 rapidity range (see the
Supplemental Material [25]). Figure 4 displays the corre-
sponding results for the frame-invariant parameter ~!,
including also the CS and PX values. The results obtained
in the three frames are in good agreement, as required in the

absence of unaccounted for systematic effects. Complete
tables of results for!# ,!’,!#’, and ~!, for the three! states
and in the three frames considered in this analysis, are
available in the Supplemental Material [25].
All the polarization parameters are compatible with zero

or small values in the three polarization frames, excluding
that a significant polarization could remain undetected
because of smearing effects induced by unfortunate frame
choices. The indication that the !ðnSÞ resonances are
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Summary

• Many diverse experimental studies of heavy quarkonia	



• central theme:  understanding QCD	



• Interesting structures in the cc and bb systems that appear to not be conventional 
quarkonium	



• common exotic spectra or common heavy meson dynamics?	



• no apparent connection between e+e- production and B decay	



• The LHC has ushered in a new era of experiments in quarkonium production	



• no evidence of significant vector quarkonium polarization at high pT	



• There are many details to be discussed in the “Parallel III” sessions this week!
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