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200-400 MB/sec 

Data flow to permanent storage: 4-6 GB/sec 

1.25 GB/sec 

1-2 GB/sec 

1-2 GB/sec 
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The Grid 
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Tier-0 (CERN): 

•Data recording 

•Initial data reconstruction 

•Data distribution 

 

Tier-1 (12 centres): 

•Permanent storage 

•Re-processing 

•Analysis 

Tier-2  (~130 centres): 

• Simulation 

• End-user analysis 

http://information-technology.web.cern.ch/


Managing 100 PBytes of data 
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LHC Schedule 
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First run LS1 Second run LS2 Third run LS3 HL-LHC 

2009 2013 2014 2015 2016 2017 2018 2011 2010 2011 2019 2023 2024 2030? 2021 2020 2022 … 

LHC startup 

900 GeV 

7 TeV 

L=6x1033 cm-2s-2 

Bunch spacing = 50 ns 

Phase-0 Upgrade 

(design energy, 

nominal luminosity) 

14 TeV 

L=1x1034 cm-2s-2 

Bunch spacing = 25 ns 

Phase-1 Upgrade 

(design energy, 

design luminosity) 

14 TeV 

L=2x1034 cm-2s-2 

Bunch spacing = 25 ns 

Phase-2 Upgrade 

(High Luminosity) 

14 TeV 

L=1x1035 cm-2s-2 

Spacing = 12.5 ns 



CERN openlab in a nutshell 
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• A science – industry partnership to drive R&D 

and innovation with over a decade of success 

• Evaluate state-of-the-art technologies in a 

challenging environment and improve them 

• Test in a research environment today what will 

be used in many business sectors tomorrow 

• Train next generation of engineers/employees 

• Disseminate results and outreach to new 

audiences 



International Scientific Collaborations 

 Many scientific projects are 

global collaborations of 100s 

of partners 

 Efficient computing and data 

infrastructures have become 

critical as the quantity, variety 

and rates of data generation 

keep increasing 

 Funding does not scale in the 

same way 
• Optimization and sharing of 

resources 

 Collaboration with commercial 

IT companies increasingly 

important 
• Requirements are not unique 

anymore 
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CERN Biomedical Facility 



Challenges 
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Online triggers and DAQ 

Offline simulation and processing 

Data storage architectures 

Resource management and provisioning 

Data analytics 

Networks and connectivity 

White paper to be published in February 
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A European cloud computing partnership:  
big science teams up with big business 

Strategic Plan 
 

 Establish multi-tenant, 
multi-provider cloud 
infrastructure 
 

 Identify and adopt 
policies for trust, 
security and privacy 
 

 Create governance 
structure 
 

 Define funding 
schemes 

To support the 
computing 

capacity needs for 
the ATLAS 

experiment 

 
 

Setting up a new 
service to simplify 
analysis of large 
genomes, for a 
deeper insight 

into evolution and 
biodiversity 

 
To create an Earth 

Observation 
platform, focusing 

on earthquake 
and volcano 

research 

Adopters 

 
To improve the 
speed and quality 
of research for 
finding surrogate 
biomarkers based 
on brain images 

Suppliers 

http://www.helix-nebula.eu 

  contact@helix-nebula.eu 

@HelixNebulaSC            

HelixNebula.TheScienceCloud 

Helix Nebula – The Science Cloud: A catalyst for change in Europe 
http://cds.cern.ch/record/1537032 

http://www.awst.at/en/index.html
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ESFRI Cluster projects 
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  CRISP ENVRI DASISH BioMed 

Data identity         

Data identity continuum         

Software identity         

Concept identity         

User identity management         

Common data standards and formats         

Service discovery         

Service market places         

Integrated data access and discovery         

Data storage facilities         

Data curation         

Privacy and security         

Volatile data management         

User Community Body         

Semantic annotations and bridging         

Reference models         

Education & training         

Cross-Disciplinary Challenges 
A matrix showing the interest in common topics for the four cluster initiatives 
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Open Access 
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http://scoap3.org/ 

http://information-technology.web.cern.ch/


Repository for Research Results 

27  January 2014 CERN-JRC meeting    Bob Jones 14 

Zenodo, is the child of the OpenAir 

initiative, a European portal for open 

access research 

 

Zenodo is based on Invenio open-source 

technology developed by CERN and a 

growing developer community 

 

Invenio is used by many  organisations 

around the world 

http://zenodo.org/ 

http://invenio-software.org/ 

http://information-technology.web.cern.ch/
http://zenodo.org/
https://www.openaire.eu/
https://www.openaire.eu/
https://www.openaire.eu/


Cloud Computing 

• CERN deploys a large scale 

Infrastructure-as-a-Service cloud 

- Currently ~50,000 cores across 2 data 

centres (Geneva & Budapest) 

- Expect to grow >150,000 cores by 2015 

• Based on OpenStack 

- Adopt open source tools with sustainable 

communities used by other organisations 

- CERN has an seat on the management 

board and chairs the user committee 

• Federation of clouds could give multi-

site resource sharing 
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http://information-technology.web.cern.ch/


E-Infrastructure for the 21st Century 

• The goal is to transform existing 
Distributed Computing Infrastructures 
(DCIs) based on a range of 
technologies into a service-oriented 
platform for the global research 
community that can be sustained 
through innovative business models 

 

• Prepared by CERN on behalf of 
the EIROforum IT Working Group 

 
DOI:10.5281/zenodo.7592 
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http://information-technology.web.cern.ch/
http://dx.doi.org/10.5281/zenodo.7592


Summary 

• CERN and the LHC program have been among the first 
to address “big data” challenges 

• Solutions have been developed and important results 
obtained 

• Now preparing for future needs in common with many 
scientific and business domains 

• Need to exploit emerging technologies and share 
expertise with academia and commercial partners 

• LHC schedule will ensure CERN stays at the bleeding 
edge, providing excellent opportunities to test ideas, 
technologies and organisational models ahead of the 
market 
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