DD
/O
Belle II

Belle II distributed
computing with DIRAC

Hideki MIYAKE (KEK)

May 26, 2014 DIRAC user workshop



GoallofiBellellllexperiment

v Confirmation of KM
mechanism of £F in the
Standard Model

x 2P in the SM too small
(by many orders of magnitude)
to generate observed
baryon asymmetry
in the universe
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Ghallenging

x5o larger integrated
luminosity than Belle
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High rate scenario for Belle Il DAQ:
Belle Il 300

S | Belle Il must handle large
amount of data

- Tape ~ 200PB

- Disk ~ 200PB (incl. MC)
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Bellelllicomputingimodel
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Bellejllicomputingimodel
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USER Communities
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DIRAC matches well with our computing model! As of May 26
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AMGAlcatalogue

e A M rid -

Metadata: data of data

LFN, run range, software version...

e Main feature
— Integration with GRID security
— Secure connection using SSL

— Replication of data
* Asynchronous and hierarchical

e.g. replication of specific data set

or run period for a GRID site

May 26, 2014 Hideki Miyake

@} |

gl ARRA METARATA £ATALGSYUE PROJEL]

Adew i download n Jbrowse s

Authenticate

with X509

Cert
YOMS-Cert
with Group & Role
infarmation

Resource
management




* GRID Ul dedicated for Belle Il
— Based on DIRAC API (Ul + job wrapper on WN)
— Not only job submitter but a collection of job and data management tools

— Provide transparent user experience of Belle Il standard analysis framework
(Basf2)

Job wrapper
gBasf2 Ul leloes

N\
s N S

Basf2
DIRAC AMGA
! ‘ metadata
l AMGA
% basf2 analysis.py Data register

%gbasfz —S ana|ySiS-PY \ B
data
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EirstiM@productionicampaign

e The 1°titeration of MC mass production using Belle Il software on GRID

— Feb. 28" ~ Mar. 20", 2013
Running jobs by Site

- 20 Days from 2013-02-27 to 2013-03-19
e The main goal

— Find possible bottle-necks at everywhere

* Two stages

— Event generation and detector simulation
— Reconstruction

e 60M events resulted in 190 TB data
(raw level format: DST
= high level format: mDST)

e 20% failure rate

— Metadata registration

— Input data download
— Output data upload
— Application errors
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SecondiMEproductionicampaign
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The 2" iteration of MC has finished

— July23¥ ~Sep. 8", 2013
More realistic situation

— Event generation + reconstruction

— Background mixing

560M events resulted in 8.5 TB data

— mDST format

10% failure rate

— Getting decreased through production

— Final failure rate ~ a few percent

— No application crash
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Running jobs by FinalMajorStatus
33 Weeks from Week 04 of 2013 to Week 38 of 2013

700kHS days

x18
Computing

1st  power

40kHS days

Mar 2013 Apr 2013 May 2013 Jun 2013
Max: 3,413, Average: 461, Current: 0.16

741% Completed 14.0% M Failed 11.7% J B Reschedules

KEK shutdown
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e The 3™ iteration of MC is ongoing
— Apr.39 ~, 2014

Same amount

® Va nous resources Norraialized CPU usage by Site

7 Wer &s from Week 13 of 2014 to Week 21 of 2014
— GRID, cloud, batch system

e More than 4 billion events ~goofb™=
~86K HepSPEC at the maximum

» 5% failure rate at the beginning

— Site specific trouble
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— Or wrong VOMS server configuration
— Finally error rate ~1%
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Contributingfsites
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Rusnning jobs by
30 Dars o 201404

FnaiMinorStatus

28 sites as of May 26

Getting increased
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Dominantijoblfailures

May 26, 2014

At the beginning of the production, job failure happened due to pilot abort
(proxy expiration) and AMGA load burst

Solved by VOMS server reconfiguration (gives long life proxy) and
dedicated BelleDIRAC agent to register AMGA metadata (AMGA proxy)
After that almost no significant error happens except human error or any
site specific failure g loes l R et s

7 Weeks from Week 13 of 2014 to Week 21 of 2014

| Transfer failover (mainly SE problem)

Input data inaccessible by SE trouble
— Allow local data access inside
DownloadInputData plugin
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